
Faculty Of Graduate Studies

Mathematics Program

Codes Over Rings

Prepared by
Zainab Abd Alraof

Supervised by
Prof. Mohammad Saleh

M. Sc. Thesis
Birzeit University

Palestine

2016



Codes Over Rings

by
Zainab Abd Alraof Hussain Wahdan

Supervisor
Profesor Mohammad Saleh

Thesis submitted in coding theory of the degree of Master in
Mathematics department

At
The faculty of Science

Birzeit University
2016.



Codes Over Rings

Prepared by:
Zainab Wahdan

This thesis was defended successfully on Jun , 4, 2016. And approved by:

Committee members:

1. Prof. Mohammad Saleh Head of committee .........

2. Dr. Hasan Yousef Internal Examiner ..........

3. Dr. Khaled Al-Takhman Internal Examiner ...........



DEDICATIONS

To the sun of Islam that will never set
To the Prophet Muhammad (pbuh) who is inevitably eminent.

To my teachers and supervisor Professor Muhammad Saleh
For his mentorship and guidance throughout the period of my thesis.

To my great parents
For inspiring me to pursue my higher studies.

To my husband Mahmoud Al-bzour
For his endless care, and encouragement .

To my brother Mouath Wahdan for his valuable counsel through my thesis
work.

To my brothers, sisters, and all my family for their support and patience.



ACKNOWLEDGMENTS

First and above all, I thank our God ′′Allah′′, for reconciling me to the
right way which guiding me to this research.

I would thank my Professor Muhammad Saleh for his care, help, and
support.

I want also to send my warm and Sincere to my parents, my husband, my
sisters and brothers, my family.

Heartiest thanks for my friends, especially my close friends.

Finally, I send my greetings to my teachers, colleagues, department, faculty,
and my universities ′′BZU ′′ and ′′PTUK ′′.



Declaration

I certify that this thesis, submitted for the degree of Master of Mathe-
matics to the Department of Mathematics at Birzeit University, is of my own
research except where otherwise acknowledged, and that this thesis (or any
part of it) has not been submitted for a higher degree to any other university
or institution.

Zainab Wahdan
Signature . . . . . . . . . . . .



Abstract

This humble project aims to study cyclic codes over different Rings. We
started our thesis work by providing some basics of coding theory.Afterwards,
we Studied codes over the commutative rings Z4, Zpn , and finite chain rings.
Lastly, we moved towards codes over noncommutative rings.
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 الملخص
 

,  بدانا بتقديم بعض اساسيات نظرية  يهدف هذا المشروع المتواضع لدراسة الترميز على الحلقات  الدائرية المختلفة        

 ,nالحلقات التبديليه, "الترميز, وبعد ذلك  درسنا التراميز على 
pZ4, Z"    .      

 علي الحلقات غير التبديلة . وفي النهاية انتقلنا الى دراسة التراميز
 
 

 ..cyclic codes, Dual code, principal idealالكلمات البحث: 
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0.1 Introduction

Codes over rings has experienced tremendous growth since its inception.
Progress has been attended in the direction of determining the structural
properties of codes over large families of rings.

The study of linear codes over rings was started in 1970 with the in-
vestigation of analogs of cyclic codes over integer residue rings in [4], [5], and
later on codes over Z4 was studied in [6], [30], and [34]. The results over Z4

generalised to Zpm by Pleas, Qian, Sole and Pramod, and Lopez.

Norton and Salagean extended the structure theorem given in [8], and
[23], to cyclic codes over finite chain rings. That paper provided approach
which did not require commutative algebra.

In the past few years linear codes over noncommutative rings have
received much attention in [24], [10], and [1].

Only to be clear, most of this thesis work is not new. All what we are
trying to do is to study what has been done so far and review it in our new
way. Hopefully, we could add something with this promising future.

In the first chapter we illustrated introductory material, including basic
definitions, facts and theorems in Abstract Algebra and coding Theory that
form the building blocks of thesis.

In the second chapter we studied the structure of the cyclic codes. In
the third (fourth) chapters we studied the generator matrices for a cyclic
code C over the ring Z4 (Zpn), the ideals of Z4(x)/(f(x)) (Zpn(x)/(f(x))),
where f(x) is an irreducible factor of xn − 1 and then use these ideals to
know the ideals of Z4(x)/(xn− 1) (Zpn(x)/(xn− 1)) . Finally, we studed the
dual code for the code C.



In the fifth chapter the generalization of the method of chapters [3]
and [4] has been studied to obtain cyclic and self dual cyclic codes over finite
chain rings with the condition that the length of the code is not divisible by
the characteristic of the residue field .

Finally, in the last chapter Cyclic linear codes over arbitrary ( not
necessarily commutative finite rings ) has been investigated and prove that
the characterizations in previous chapters to be true for a large class of such
codes over these rings.
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Notations

Symbol definition

Zn The ring of integers modulo n

Fpm Finite field with pm elements.

C[n, k] A linear code C over Fpm with length n and dimension k.

d(C) The destance of the code.

C[n, k, d] linear code C over Fpm with length n dimension k and distance d(C) = d

f ∗(x) The reciprocal polynomial of f(x).

G Generator matrix for the code C.

H Parity check matrix for the code C.

C⊥ Dual code, the code generated by the parity check matrix.

Rad(R) The radical of the ring R.∑
2(n) The permutation w → 2w (mod n).

Mn(R) Matrix ring, the set of all n by n matrix with element from the ring R.

ZmCn A group ring where Cn is cyclic group generated by g.



Chapter 1

Basics and Preliminaries

This chapter covers the main basic concepts, definitions and theorems from
abstract algebra, and coding theory that are used in the following chapters .
The proofs of theorems, lemmas and corollaries in this chapter can be found
in the references as specified.

1.1 Background of Algebra

Definition 1. [18] Let R be a ring. A (left) R module is an additive abelian
group M together with a function θ : R ×M −→ M such that θ(r,m) = rm
for all r, s ∈ R and m,m1,m2 ∈M :

1. r(m1 +m2) = rm1 + rm2.

2. (r + s)m = rm+ sm.

3. r(sm) = (rs)m.
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If in addition 1m = m for all m ∈ M (1 is the identity element of
R), then M is said to be a unitary R module. A right R module is defined
similarly via a function θ : M × R −→ M such that θ(m, r) = mr and
satisfying the obvious analogues of 1, 2, 3.

Definition 2. [4] The group ring RG of a ring R and finite group G is the
set of formal sums ∑

i

rig
i,

ri ∈ R, gi ∈ G with addition, scalar multiplication and ordinary multiplica-
tion defined by ∑

i

rig
i +
∑
i

ŕig
i =

∑
i

(ri + ŕi)g
i

ri, ŕi ∈ R, gi ∈ G
r
∑
i

rig
i =

∑
i

(rri)g
i,

(
∑
i

rig
i).(
∑
j

ŕjg
j) =

∑
i

∑
j

riŕjg
i+j

Definition 3. [35] Let R be a commutative ring. A nonempty subset I of R
is called an ideal if

• a+ b belong to I, for all a, b ∈ I.

• r.a ∈ I, for all r ∈ R and a ∈ I.

Definition 4. [14] Let I be an ideal. We say that I is maximal if for every
ideal J ,such that I ⊆ J , either J = I or J = R.

Definition 5. [14] Let R be a ring with 1. An element u of R is a unit if
there is an element b ∈ R such that u.b = b.u = 1.
The elemant b is called multiplicative inverse.
An element a of R is a zero divisor if a 6= 0 and there is an element b ∈ R,
b 6= 0 such that a.b = 0 or b.a = 0.

Theorem 1.1.1. [13] Let R be a ring with 1. An element of R cannot be
both a unit and zero divisor.
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Theorem 1.1.2. [13] Let U(R) denotes the units of R, for any m ≥ 2,

U(Zm) = U(m) := {a ∈ {1, 2, · · · ,m− 1} : gcd(a,m) = 1}

Definition 6. [7] The intersection of all maximal ideals of a commutative
ring R is called the radical of R, the intersection of all prime ideals of a
ring R is called the prime radical of R.

Definition 7. [2] A local ring is a ring R that contains a single maximal
ideal.

One property of a local ring R is that the subset R−m is precisely the
set of ring units, where m is the maximal ideal. This follows because, in a
ring, any nonunit belongs to at least one maximal ideal.

Theorem 1.1.3. [29] For every finite field F There exists a prime p and
positive integer m, such that F has pm element.

Definition 8. [38] The order of a field is the number of elements in the
field. If the order is infinite, we call the field an infinite field.
And if the order is finite, we call the field a finite field or a Galois field.

Definition 9. [38] A finite field with pm elements is called a Galois field of
order pm and is denoted by Fpm .

Theorem 1.1.4. [38] For any prime p and any positive integer m, there
exists a finite field, unique up to isomorphism, with pm elements.

Lemma 1. [31] For every element α of a finite field F with pm elements, we
have αp

m
= α.

Definition 10. [38] The order of a nonzero element α ∈ Fpm, denoted by
ord(α) or |α| is the smallest positive integer k such that αk = 1.

Definition 11. [38] (Primitive Root of Unity) An element α of a field is an
nth root of unity if αn = 1, n = pm − 1. It is a primitive nth root of unity if
αn = 1 and αm 6= 1 for 0 < m < n.

An element α in a finite field Fpm is called a primitive element (or a
generator) of Fpm if Fpm = {0, α, α2, · · · , αpm−1}.
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Theorem 1.1.5. [31] The elements of Fpm are precisely the roots of the
polynomial xp

m − x.

Definition 12. [38] Let F be a field and let K ⊆ F be a subring. Then
we say K is a subfield of F if K is a field. In this case we also call F an
extension field of K and abbreviate this by saying F/K is a field extension.

Example 1. The complex numbers is an extension field of both Q and R
which is an extension field for Q also.

Theorem 1.1.6. [38] Let K be a field and let f(x) ∈ K[x] be a nonconstant
polynomial. Then there exist an extension F of K and α ∈ F such that
f(α) = 0.

Theorem 1.1.7. [20] For every finite field Fpm the multiplicative group Fpm
∗

of nonzero elements of Fpm is cyclic.

Theorem 1.1.8. [30](The fundamental theorem of finite abelian groups)
Every finite abelian group G can be expressed as the direct sum of cyclic
subgroups of prime power order.

Definition 13. [30]Let F be a field. A polynomial f(x) ∈ F [x] is said to an
associate of another polynomial g(x) ∈ F [x] if

f(x) = cg(x).

for some nonzero c ∈ F .

Definition 14. [3] The ring Rk = Fpm +uFpm +u2Fpm + ...+uk−1Fpm, where
uk = 0 is a commutative chain ring of pmk elements with maximal ideal uRk

Since u is nilpotent with nilpotent index k we have

0 = ukRk ⊂ ... ⊂ u2Rk ⊂ uRk ⊂ Rk

Moreover Rk/uRk
∼= Fpm is the residue field and

|uiRk| = pm|ui+1Rk| = pmk−i , 0 ≤ i ≤ k − 1.

Denote R1 = Fpm, R2 = Fpm + uFpm , R3 = Fpm + uFpm + u2Fpm ,...,
Rk = Fpm + uFpm + u2Fpm + ...+ uk−1Fpm .
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1.2 Background of Coding Theory

Let Fpm be the finite field with pm elements and (Fpm)n be the linear space
of all n tuples over Fpm , i.e.,its elements are row vectors.

Definition 15. [11] Let k, n ∈ N such that 1 ≤ k ≤ n. A linear code C
is a k dimensional vector subspace of (Fpm)n. We say that C is a linear code
over Fpm with length n and dimension k. An element of C is called a word
of C

We denote the linear code C over Fpm with length n and dimension k
dy C [n, k] code.

Definition 16. [11] The Hamming distance d(u, v) between two vectors
u, v ∈ (Fpm)n is the number of coordinates in which u and v differ.

Example 2. let u=(110111), v=(101011) be 2 vectors over F3 then, d(u, v) =
3

Definition 17. [11] The Hamming weight of a vector u ∈ (Fpm)n w(u), is
the number of its nonzero coordinates, i.e. w(u) = d(u, 0).

Definition 18. [11] The distance of a code C is the smallest distance
between distinct words:

d(C) = min{d(ci, cj)|ci, cj ∈ C, ci 6= cj}.

Theorem 1.2.1. [11] If C is a linear code, the distance d(C) is the same as
the minimum weight of nonzero words: d(C) = min{w(c)|c ∈ C, c 6= 0}.

Proof. d(u, v) = d(0, u− v) = w(u− v), where u− v ∈ C

d(C) = min{d(u, v), u 6= v, u, v ∈ C} = min{w(u− v), u 6= v, u, v ∈ C}

d(C) = min{w(x) : x ∈ C}
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If we know the distance d(C) of an [n, k] code, then we can refer to the
code as an [n, k, d] code.

Definition 19. [11] An [n, k, d] linear code C is cyclic if the cyclic shift of
a word is also a word, i.e. If (c0, ..., cn−1) ∈ C, then (cn−1, c0, ..., cn−2) ∈ C.

Definition 20. [6] A linear code of length n over a commutative ring R
is constacyclic if for some unit a ∈ R, the code is invariant under the
automorphism

(c0, c1, · · · , cn−1) −→ (acn−1, c0, · · · , cn−2).

In the case a = 1, the code is cyclic.

To describe algebraic properties of cyclic codes, we need to intro-
duce the following structure.We construct a bijective correspondence be-
tween the vectors of (Fpm)n and the residue classes of polynomials in the
ring Fpm [x]/(xn − 1): v = (v0, ..., vn−1) ↔ v0 + v1x + + vn−1xn−1. We can
view linear codes as subsets of the ring Fpm [x]/(xn − 1).
The following theorem points out the algebraic structure of cyclic codes.

Theorem 1.2.2. [11] Let C be an [n, k, d] code, then C is cyclic if and only
if C is an ideal of Fpm [x]/(xn − 1).

Proof. Multiplying by x modulo xn − 1 corresponds to a cyclic shift:
(c0, c1, ..., cn−1) then (cn−1, c0, ..., cn−2)
x(c0 + c1x+ + cn−1xn−1) = cn−1 + c0x+ + cn−2xn−2.

Definition 21. [31] A generator matrix for an [n, k] code C is any k×n
matrix G whose rows form a basis for C.

Example 3. Consider the linear code C over Z4, with the generating matrix

G =

 1 0 0 2 1 2
0 1 0 1 0 2
0 0 1 0 2 0

 .
Since G has 3 rows then the dimension of C is three, and C[6, 3] has 43

codewords.
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In general there are many generator matrices for a code. For any set
of k independent columns of a generator matrix G, the corresponding set
of coordinates forms an information set for C. The remaining r = n − k
coordinates are termed a redundancy set and r is called the redundancy of
C.

Definition 22. [31] The parity check matrix for the [n, k] code C, defined
by

C = {x ∈ F n
q : HxT = 0}.

The code C is the kernel of the linear transformation L : x → HxT , the
matrix H is (n− k)× n matrix .

Note that the rows of H will also be independent. In general, there are
also several possible parity check matrices for C. The next theorem gives one
of them when C has a generator matrix in standard form.

Theorem 1.2.3. [31] If G = [Ik|A] is a generator matrix for the [n, k] code
C in standard form, then H = [−AT |In−k] is a parity check matrix for C.

Proof. We clearly have

HGT = −AT + AT = O.

Thus C is contained in the kernel of the linear transformation x 7→ HxT .
As H has rank n − k, this linear transformation has kernel of dimension k,
which is also the dimension of C. The result follows.

The generator matrix G of an [n, k] code C is simply a matrix whose
rows are independent and span the code.

Definition 23. [31] The rows of the parity check matrix H are independent,
hence H is the generator matrix of some code, called the dual or orthogonal
of C and denoted C⊥. Notice that C⊥ is an [n, n−k] code. An alternate way
to define the dual code is by using inner products.

7



Since the ordinary inner product of vectors x = x1 · · ·xn, y = y1 · · · ynin
F n
q is x.y =

∑n
1 xiyi.

Therefore, we see that C⊥ can also be defined by

C⊥ = {x ∈ F n
q : x.c = 0 for all c ∈ C}

The generator polynomial for C⊥ can be obtained from the generator
polynomial C. To find these, we introduce the concept of the reciprocal
polynomial . Let f(x) = f0 + f1x + ... + fax

a be a polynomial of degree
a in Fq[x]. The reciprocal polynomial of f(x) is the polynomial f ∗(x) =
xaf(x1) = fa + fa1x+ ...+ f0x

a. So f ∗(x) has coefficients the reverse of those
of f(x).

Example 4. Consider the code C[6, 3] over Z3 generated by

G =

 1 0 0 2 1 2
0 1 0 1 0 2
0 0 1 0 2 0

 .
Then

H =

 1 2 1 1 0 0
0 2 0 0 1 0
1 1 1 0 0 1

 .
Definition 24. [23] A code is self orthogonal if C ⊆ C⊥. A code is self
dual if C = C⊥.

Theorem 1.2.4. [31] Let a = (a0, a1, ..., an1) and b = (b0, b1, ..., bn1) be vec-
tors in F n

pm with associated polynomials a(x) and b(x). Then a is orthogonal
to b and all its shifts if and only if a(x)b∗(x) = 0 in Rn.

Definition 25. [29] The characteristic of the ring is the smallest positive
integer n such that

1 + ...+ 1︸ ︷︷ ︸
n times

= 0

if n exist , and Zero otherwise.

Definition 26. [13] a matrix ring is any collection of matrices over some
ring R that form a ring under matrix addition and matrix multiplication.

8



Definition 27. [13] The set of all n× n matrices over an arbitrary ring R,
denoted Mn(R) usually referred to as the ”full ring of n-by-n matrices”.

Definition 28. [22] division ring, is a ring in which division is possible.
Specifically, it is a nonzero ring in which every nonzero element a has a
multiplicative inverse.

Division rings differ from fields only in that their multiplication is not
required to be commutative.

Lemma 2. [9] If R is a principal ideal domain, then every right ideal of the
full matrix ring Mn(R) is principal.

Definition 29. [38] A module is called Artinian (Noetherian) if every
nonempty set of submodules has a minimal (maximal) element. This is the
same as saying that every descending (ascending) sequence of submodules
becomes ultimately stationary.

Theorem 1.2.5. [38] A module is called Artinian (Noetherian) if and only
if every descending (ascending) sequence of submodules becomes ultimately
stationary.

Proof. suppose A is Noetherian, and let A1 ⊂ A2 ⊂ ... be an ascending
sequence of submodules of A. This sequence must have a maximal element
An, hence

An = An+1 = ...

Conversely, assume every ascending sequence of submodules of A becomes
ultimately stationary. Consider any nonempty set of submodules of A and
suppose this set has no maximal element. Take any element Al in the set,
since Al is not maximal, Al is properly contained in an element A2 of the set,
etc. Thus we get an infinite ascending sequence A1 ⊂ A2 ⊂ .... contrary to
assumption.

Lemma 3. [21] Let A be a semisimple ring.
(i) A is a direct sum of finitely many simple submodules.
(ii) A is artinian and noetherian.

9



Lemma 4. [14] Let F be a field. Then F [x] is a principal ideal domain.

Lemma 5. [[33],23.7] If R is a finite ring, then for any module RM , RadR(M) =
Rad(R)M

Theorem 1.2.6. [19](ArtinWedderburns theorem) Any simple left or right
Artinian ring is isomorphic to an ni×ni matrix ring over a division ring D,
where both n and D are uniquely determined.

Corollary 1. [19] every simple ring that is finite dimensional over a division
ring is a matrix ring. This is Joseph Wedderburn’s original result.

Theorem 1.2.7. [17] The group ring RG is semisimple if and only if

• R is semisimple group

• G is finite

• the order of G is a unit in R

Lemma 6 ([7],Theorem 4.2.3). Let R be a right Noetherian (Artinian) ring.
Then any finitely generated right R module is again Noetherian (Artinian).

Example 5. Every finite ring is left and right Artinian.

Lemma 7 ([7],Theorem 5.3.5). In any left (or right) Artinian ring R, R is
semisimple if and only if it has no nilpotent ideals other than zero.

Definition 30. [30] Two codes C1 and C2 both of length n are said to be
equivalent, if one can be obtained from the other by permuting the coordi-
nates and (if necessary) changing the signs of certain coordinates.

Example 6. The quaternary linear codes generated by
(

1 1
)
, and

(
1 3

)
are equivalent.

Definition 31. [30] Codes differ only by a permutation of coordinates are
said to be permutation equivalent.

Example 7. The quaternary linear codes generated by(
1 1
0 2

)
, and

(
1 1
2 0

)
are permutation equivalent.

10



Definition 32. [39] The automorphism group Aut(C) of a code C is the
group generated by all permutations and sign changes of the coordinates that
preserve the set of codewords of C.

1.3 Galois Ring

Galois rings are finite rings isomorphic to quotient rings Zpk [x]/(f) where p
is a prime and f is a monic polynomial such that f(modp) is an irreducible
polynomial with coefficients in GF (p).

Let GR(pk,m) denote the Galois ring Zpk [x]/f(x) where f is monic
basic irreducible polynomial over Zpk of degree m

The elements of Zpk [x]/f(x) are residue classes of the form

a0 + a1x+ ...+ am−1x
m−1 + (f(x)), ai ∈ Zpk .

If we write ζ = x+ f(x), then f(ζ) = 0 and every element in GR(pk,m) can
be expressed uniquely in the form

a0 + a1ζ + ...+ am−1ζ
m−1, ai ∈ Zpk .

The set T = {0, ζ, ..., ζpm−1} is Teichmuller set. Every element in
GR(pk,m) can be expressed uniquely in the form

a0 + pz1 + ...+ pk−1zk−1, zi ∈ T.

Let F (x) ≡ f(x)(modp). Thus, the polynomial f(x) is linked to F (x)
by the homomorphism

µ : Zpk [x]→ Zp[x].

11



If F (x) ∈ Zp[x] is monic, irreducible of the form

F (x) = xr + ar−1x
r−1 + · · ·+ a0.

Indeed, in such a case, we have

f(x) = xr + (pk − p+ ar−1)x
r−1 + · · ·+ (pn − p+ a0) ∈ Zpk [x].

GR(pk, r) = {
r−1∑
j=0

bjζj : bj ∈ Zpk , 0 ≤ j ≤ r1},

with GR(p, r)(ζ) = 0.

Theorem 1.3.1. Galois rings are local rings with maximal ideal (p) and
residue field GF (pm)

Proof. In a finite ring any nonzero element which is not a zero divisor is
invertible (theorem1.1.1). Therefore (p) consists of all the zero divisors of R
together with the zero element 0 is the only maximal ideal of R and R/(p)
is a finite field . Let µ : R −→ R/(p) be a homomorphism , a ∈ R or R/(p),
and na denote na the sum of a n times.
Then pµ(1) = µ(p1) = 0. Therefore R/(p) is of characteristic p and R/(p) '
GF (pm) for some positive integer m.

Let k be the characteristic of R. From k1 = 0 we deduce kµ(1) =
µ(k1) = 0. Therefore p|k.
Now we use contradiction to prove that k = pn, let k = pnl where n, l > 0
and (p, l) = 1 and assume that l > 1, then a = pn1 and b = l1 are nonzero
elements of R and ab = 0. It follows that l1 ∈ (p) and lµ(1) = µ(l1) =
0inR/(p). But R/(p) is of characteristic p, so p|l, which contradicts (p, l) = 1.
Therefore l = 1 and k = pn .

Example 8. Consider the ring Z9 = Z32

F9
∼= Z3/(x

2 + 1) = {a+ bζ : a, b ∈ F3}, whereζ2 = 1

12



F9 = {0, 1, 2, ζ, 1 + ζ, 2 + ζ, 2ζ, 1 + 2ζ, 2 + 2ζ}

the polynomial x2 + 1 is the primitive polynomial used for the field extension
F3 ⊂ F9.
By Hensels lemma

f(x) = x2 + (9− 3 + 0)x+ (9− 3 + 1) = x2 + 6x+ 7

is a monic basic irreducible over Z9.
Now we can describe

GR(32, 2) = {a0 + a1ζ : a0, a1ζ ∈ Z9}.

|f(x)| = 82, the maximal ideal is

3GR(32, 2) = 3(a0 + a1ζ) : a0, a1ζ ∈ Z9.

|GR(32, 2)| = 32 = 9

13



Chapter 2

Cyclic codes

In this chapter the structure of cyclic codes has been studied. Cyclic codes
has gained its popularity in controlling errors for several good reasons. Firstly,
encoding cyclic code is easy and relatively inexpensive than others. Secondly,
cyclic code is considered as the best known codes. Thirdly, cyclic property
represents a great deal of algebraic structure, which can be used to predict
the error detecting properties of the code and further it discovers codes with
appropriate properties.

The main intent of this chapter is to examine carefully the consequences
of working over a ring, rather than a finite field.

2.1 The structure of binary cyclic code

Let n be an odd number throw this chapter, let ω ∈ {0, 1, ...n− 1}, and the
map

∑
2(n):ω −→ 2ω(modn),

∑
2(n) divides the integers 0, 1, · · · , n− 1 into

disjoint cycles.

14



Example 9.
∑

2(63) =(0)(1 2 4 8 16 32)(3 6 12 24 48 33)

(5 10 20 40 17 34)(7 14 28 56 49 35)(9 18 36)
(11 22 44 25 50 37)(13 26 52 35 41 19 38) (15 30 60 57 51 39)
(21 42) (23 46 29 58 53 43) (27 45 54) (31 62 61 59 55 47 ).

The relation between xn − 1 factors and the cycles of n
Let xn − 1 = f1f2....fi−1 be the factorization of xn − 1 into irreducible poly-
nomial over Z2, let ζ be a primitive nth root of unity. The zeros of fi(x)
in a suitable extension field are ζr1 , ζr2 , ..., ζrk where (r1, r2, · · · , rk) is a cy-
cle of

∑
2(n), and each cycle represents in this way the zeros of one of the

fi(x). Hence each fi(x) with zeros ζr1 , ζr2 · · · ζrk , is associated with the cycle
(r1, r2, · · · , rk).

Definition 33. Let (a1,a2,...,as) be a cycle of
∑

2(n), the exponent of this
cycle is ei := n/ri where ri is the largest factor of n for which aj|ri, for each
j=1,2,...,s

Example 10.

Cycles Exponent
1 2 4 8 16 32 63
3 6 12 24 33 48 21
5 10 17 20 34 40 63
7 14 28 35 49 56 9
9 18 36 7
11 22 25 37 44 50 63
13 19 26 38 41 25 63
15 30 39 51 57 60 21
21 42 3
23 29 43 46 53 58 63
27 45 54 7
31 47 55 59 61 62 63
0 1

Theorem 2.1.1. [27] Let w1, w2, ..., wt be the cycles of
∑

2 n , then the num-
ber of cyclic codes of length n is 2t.

15



Example 11. In
∑

2 63 the number of cyclic codes of length 63 is 213.

Theorem 2.1.2. [27] Let e be the lest common multiple of the exponent of
the cycles contained in the set S of cycles. If e < n the code associate with
S has minimum distance 2. If e = n the minimum distance of the code is at
least 3.

Example 12. in the previous example the code C associated with the set
{(3 6 12 24 33 48), (15 30 39 51 57 60)} has d(C)=2

Theorem 2.1.3. [27] Let S contains the numbers 1,2,...d-1,d among its cy-
cles, the minimum distance of the code associated with S is ≥ d+ 1.

Example 13. For the code C associated with the set

{(1 2 4 8 16 32)(3 6 12 24 33 48)},

d(C) ≥ 5.

Definition 34. The exponent of a polynomial f(x) is the least value of e for
which f(x) divides xe − 1.

Theorem 2.1.4. [27] gi(x
r) is exactly divisible by fi(x) if and only if it

corresponds to the cycle containing r.

We can now assign to each factor ri of n an irreducible factor fi of
xn − 1, which will have exponent ei = n/ri.

Example 14. The relation between x63 − 1 factors and the cycles of 63
x63 − 1 = (1 + x+ x2 + x5 + x6)(1 + x5 + x6)(1 + x+ x2)(1 + x2 + x3 + x5 +
x6)(1 + x2 + x4 + x5 + x6)(1 + x + x4 + x5 + x6)(1 + x3 + x6)(1 + x + x3 +
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x4 + x6)(1 + x+ x2 + x5 + x6)(1 + x+ x6)(1 + x)(1 + x2 + x3)(1 + x+ x3)

Factors Exponents Associated Cycles
f1 = 1 + x+ x2 + x5 + x6 63 1, 2, 4, 8, 16, 32

f2 = 1 + x5 + x6 63 11, 22, 25, 37, 44, 50.
f3 = 1 + x+ x2 3 21, 42

f4 = 1 + x2 + x3 + x5 + x6 63 5, 20, 17, 20, 34, 40.
f5 = 1 + x2 + x4 + x5 + x6 21 3, 6, 12, 24, 33, 48
f6 = 1 +X + x4 + x5 + x6 63 31, 47, 55, 56, 61, 62.

f7 = 1 + x3 + x6 9 7, 14, 28, 35, 49, 56
f8 = 1 + x+ x3 + x4 + x6 63 22, 29, 43, 46, 53, 58.
f9 = 1 + x+ x2 + x5 + x6 21 15, 30, 39, 51, 57, 60.

f10 = 1 + x+ x6 36 13, 19, 26, 38, 41, 52.
f11 = 1 + x 1 0

f12 = 1 + x2 + x3 7 27, 45, 54.
f13 = 1 + x+ x3 7 9, 18, 36

2.2 Structure of codes over Zm where m is a

product of distinct primes

Theorem 2.2.1. (Maschkeś theorem)
Let R be a field G a finite group and suppose the characteristic of R dose

not divide the order of G then RG is semisimple

Theorem 2.2.2. [4] The ring Zm is semisimple if and only if m is a product
of distinct primes

Proof. Given an integer m which is a direct product of distinct primes pi, a
method is given for constructing codes over the ring of integers modulo m
from cyclic codes over Zpi . Specifically, if we are given a cyclic (n, ki) code
over Zpi .

17



Our interest will be with group ring ZmCn, where Cn = (g).
From theorem 1.2.7 ZmCn is semisimple if and only if Zm is semisimple, Cn
is finite, and n is a unit in Zm.

From theorem 2.2.2 ZmCn is semisimple if and only if m is a product
of distinct primes, Cn is finite, and n is a unit in Zm.
But the units in Zm is any integer relatively prime to m, if not there exist p
s.t. p2|m m = p2k, m is not a product of distinct primes,a contradiction.

Corollary 2. [4] ZmCn is semisimple if and only if

• m is a product of distinct primes

• Cn is finite

• gcd(n,m) = 1

Let ZmCn be a group ring where Cn is acyclic group generated by g, to
each element a =

∑n−1
i=0 rig

i in ZmCn, where ri ∈ R, we associate the n tuple
(r0, r1, ...rn−1). Hence, (rn−1, r0, r1, ..., rn−2)associated with ga ∈ ZmCn.

If N is a submodule of ZmCn with the property that any cyclic shift of
any element in ZmCn is also in N , then N is an ideal of ZmCn.

The key point in the investigation is the following isomorphism which
is an elementary theorem of number theory.

Theorem 2.2.3. [21] if m =
∏
peii , ei ≥ 1, pi distinct primes then

Zm ∼= Zp1e1 × Zp2e2 × · · · × Zp1e1 =
∏
i

Zpiei

with the isomorphism is exhibited explicitly by

Ψ : i 7−→ (a1, a2, · · · , as),

where i ∈ Zm and i ≡ aj(modp
ej
j ), i = 1, · · · , s.

18



the inverse map,Ψ−1, is just the Chinese remainder theorem for inte-
gers.

If
Ψ : i = j 7−→ (b1, b2, · · · , bs)

then
Ψ : i+ j 7−→ (a1 + b1, a2 + b2, · · · , as + bs).

Returning to the case where m is a product of distinct primes, we see that
Zm is isomorphic to a direct product of the finite fields Zpi , i = 1, · · · , s.

The above isomorphism may be used to establish the following isomor-
phism between the group rings

τ : ZmCn −→ Zp1Cn × Zp2Cn × · · · × Zp1Cn =
∏
i

ZpiCn,

n−1∑
i=0

rig
i 7−→

n−1∑
i=0

Ψ(ri)g
i =

n−1∑
i=0

(a1i , a
2
i , · · · , asi )gi

= (
n−1∑
i=0

a1i g
i,
n−1∑
i=0

a2i g
i, · · · ,

n−1∑
i=0

asig
i)

where the two representation of elements in Πs
i=1Zpi are equivalent and used

used where convenient. The multiplication and addition in Πs
i=1Zpi are in-

herited from ZmCn under Ψ,i.e.,if

a =
n−1∑
0

(a1i , a
2
i , · · · , asi )gi

and

b =
n−1∑
j=0

(b1i , b
2
i , · · · , bsi )gi

are two arbitrary elements in
∏s

1 then

a+ b =
n−1∑
i=0

(a1i + b1i , a
2
i + b2i , · · · , asi + bsi )g

i
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and

ab =
n−1∑
i=0

n−1∑
j=0

(a1i b
1
i , a

2
i b

2
i , · · · , asi bsi )gigj

Now let A be an ideal in ZmCn consists of elements {(
∑n−1

i=0 rig
i)(j)} where

j ∈ k for some index set k to give successively each elements of A. Let the
image of these elements under Ψ be the set

{(
n−1∑
i=0

a1i g
i,

n−1∑
i=0

a2i g
i, · · · ,

n−1∑
i=0

asig
i)j} =

{(
n−1∑
i=0

a1i g
i)j, (

n−1∑
i=0

a2i g
i)j, · · · , (

n−1∑
i=0

asig
i)j}

again where j ∈ k .

Theorem 2.2.4. [4] Denote by Al the set of distinct elements {(
∑n−1

i=0 a
l
ig
i)j}

as j ∈ k, for l = 1, 2, . . . , s, then Al is an ideal of Zp
l
Cn for l = 1, 2, . . . , s,

Proof. Since A is an ideal in ZmCn, it is closed under subtraction and mul-
tiplication by elements of ZmCn. it follows that since it also contains the
zero element, is closed under subtraction and multiplication by elements of
Zp

l
Cn.

Definition 35. [4] If Bl is an ideal in Zp
l
Cn , l = 1, ..., s then the direct

product of ideals B1 × B2 × . . . × Bs in
∏s

i=1 ZpiCn is defined as the set
of elements {(b1, b2, ..., bs), bi ∈ Bi} , where all possible combinations of ele-
ments are considered and, as before, addition and multiplication are defined
component wise. The direct product

∏s
i=1Bi is an ideal of ZpiCn .

Theorem 2.2.5. [4] The image of an ideal A in ZmCn, which we denote by
τ(A), in

∏s
i=1 Zpi, is a direct product of the ideals Al , l = 1, 2, · · · , s.

Proof. Let a =
∑n−1

i=0 rig
i ∈ A 7−→τ

∑n−1
i=0 (a1i , a

2
i , · · · , asi )gi ∈

∏s
i=1 ZpiCn

then the element τ−1(
∑n−1

i=o (0, 0, · · · , ali, · · · , 0)gi ∈
∏s

l=1Al) ∈ A. This fol-
lows since the element r ∈ Zm such that Ψ(r) = (0, · · · , 0, 1, 0, · · · , 0), where
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the 1 is in the lth position, is such that

ra = r(
n−1∑
i=0

rig
i) 7−→ τ−1(

n−1∑
i=o

(0, 0, · · · , ali, · · · , 0)gi.

Thus every ideal A in ZmCn is isomorphic to a direct product of ideals Al of
Al in Zp

l
Cn, l = 1...., s. Similarly the direct product of ideals Al in Zp

l
Cn is

isomorphic to an ideal of ZmCn i.e.,if a ∈ A, then ra ∈ A since A is an ideal,
now τ(ra) = (

∑n−1
i=o (0, 0, · · · , ali, · · · , 0)gi.

Thus there is a one to one correspondence between the ideals of ZmCn
and the direct product of ideals in

∏s
i=1 ZpiCn , and once the ideals of Zp

l
Cn

are known, every ideal of ZmCn may be obtained by taking an appropriate
direct product and applying the inverse map τ−1.

Our reasons for restricting attention to the case where m is a product
of distinct primes and gcd(m,n) = 1 is thus twofold. In the first instance,
we can construct any ideal in ZmCn from ideals of ZpiCn and methods for
constructing these ideals are well known. Secondly, in considering ideals of
ZpiCn it is generally simpler to restrict attention to the case gcd(pi, n) = 1.

Example 15. Consider the group ring Z15C8 which is isomorphic to Z3C8×
Z5C8. We take the (8,3) code over Z3 with generator

g1(x) = 1 + x+ x2 + 2x3 + x5

as the ideal A1 of Z3C8 and the (8, 2) code over Z5 with generator

g2(x) = 2 + x+ 2x2 + x4 + 2x5 + x6

as the ideal A2 of Z5C8. As an example of code vectors of the ideal τ−1(A)
obtained from (a1, a2) corresponding to the respective generator polynomi-
als,i.e.,

a1 = (1, 1, 1, 2, 0, 1, 0, 0) ∈ A1.

a1 = (2, 1, 2, 0, 1, 2, 1, 0) ∈ A2.
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The first coefficient of the element in Z15C8 corresponding to the element
(a1, a2) in A1 × A2 is given by Ψ−1(1, 2) = 7 since(using chines remainder
theorem)

7 ≡ 1(mod3)

7 ≡ 2(mod5),

similarly the second by Ψ−1(1, 2) = 7,the third by Ψ−1(1, 2) = 7, etc.,to give
the product a1 × a2 = (7, 1, 7, 5, 6, 7, 6, 0).

2.3 Structure of codes over Zm where m = Πpeii

In the previous section, we investigated the structure of cyclic codes over the
ring Zm, the integers modulo m, where m is a product of distinct primes.
This not include Zpr . In this section we will study this case.

If m =
∏s

i=1 p
ei
i then,

ZmCn ∼= ⊕si=1Zpeii Cn.

And every ideal of ZmCn is a direct product of ideals of Zpeii Cn, i = 1,..., s,
where ZmCn can be viewed both as a ring and a module over Zm.
It is sufficient to consider the case m = pr, since a linear code over Zm as a
submodule and a cyclic code as an ideal.

Theorem 2.3.1. [36] ZpG can be written as a finite direct product of fields.

i.e., ZpG '
∏N

i=1 Fi.

Proof. ZpG is a commutative semisimple ring by (theorem 2.2.1), and so ZpG
can be written as the direct product of fields since every semisimple ring is
the (finite) product of simple rings.
A commutative simple ring F must be a field: the zero ring is not simple,
and if a ∈ F is nonzero, then (a) is a (two-sided) ideal hence (a) = F so
a ∈ F ∗ and F is a field
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ZpG is a finite ring of characteristic p, so the same is true for Fi,
i = 1, · · · , N. Say Fi has pni elements.

Theorem 2.3.2. [36] ZpG has 2N ideals.

Proof. The multiplicative subgroup of Fi forms a cyclic group from theorem
1.1.7, so there exists an element ζmi

∈ Fi such that Fi = Zp(ζmi
) and ζmi

is
a primitive mth

i root of unity over Zp, with (mi, p) = 1. So

ZpG '
N∏
i=1

Zp(ζmi
).

This tells us there are N minimal nonzero ideals of ZpG, namely,
F1, F2, · · · , FN . Any direct product of a subset of these ideals gives rise to an
ideal of ZpG.

To mimic the above procedure for ZpnG, if n > 1, immediately fails.
Indeed, ZpnG is not semisimple, so that ZpnG is not the direct product of
fields. However, we can alter the procedure as follows.

Theorem 2.3.3. [36] The group ring ZpnH is the direct product of full matrix
rings over local rings for any (not necessarily commutative) finite group H.

Proof. If H is any finite group of order r with (r, p) = 1, then ZpG '∏N
i=1 Zp(ζmi

) is replaced by the more general statement (theorem 1.2.6) on
semisimple rings .
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ZpH =
k∏
i=1

[Zp(ζki)]ni
,

where [Zp(ζki)]ni
represents the full ring of ni × ni matrices over the

field Zp(ζki).
ZpH has exactly k minimal nonzero ideals and a total of 2k ideals.

By the theorem of Spiegel (1976), we can describe ZpnH in an expres-
sion similar to the previous as follow

ZpnH '
k∏
i=1

[Zpn(ζki)]ni
,

i.e., ZpnH is the direct product of full matrix rings over local rings.

To describe the ideals , we use the following lemma.

Lemma 8. [36] Let R be a commutative ring with 1 and S = Mn(R). If I is
a two sided ideal of S, then there exists an ideal J of R such that I = Mn(J).

Proof. Let Eij be the n× n such that

Eij =

{
1, ithrow and jthcolumn
0, Otherwise.

Let Cij be the matrix obtained from the identity matrix by the inter-
change of the ith and jth rows.

For i, j integersIet
fi,j : I → R,
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fi,j(A) = aij

for A ∈ I, where aij is the entry in the ith row and jth column of A. Then
for A,B ∈ I, fij(A+B) = fij(A) + fij(B), and fij(rA) = rfij(A) for r ∈ R.

Thus
Jij = {fij(A) : A ∈ I}

is an ideal of R.

If A ∈ I, then CikACjl ∈ I and fij(A) = fkl(CikACjl), so that Jij = Jkl
and Jij is independent of i and j.

Let J = J1,1. Then I is contained in the full ring of n×n matrices with
coefficients in J.

To prove the required result, it is now sufficient to show that rEij ∈ I.
So let Iij = {A ∈ I : fkl(A)= 0 if (k, l) 6= (i, j)}.
If J́ij = {fij(A) : A ∈ Iij}, then J́ij is again an ideal of R and J́ij ⊂ Jij .

But if A ∈ l, then EiiAEjj ∈ lij and fij(A) = fij(EiiAEjj), so that

J́ij = Jij = J.

Thus if r ∈ J , rEij ∈ Iij ⊂ I and the result follows.

Theorem 2.3.4. [36] ZpnG has (n+ 1)N ideals.

Proof. To each full matrix ring [Zpn(ζKi
)]ni

, there corresponds exactly n+ 1
ideals, namely,

[Zpn(ζki)]ni
, [pZpn(ζki)]ni

, · · · , [pnZpn(ζki)]ni
= 0.

This says that each minimal ideal of ZpH gives rise to n nonzero ideals of
ZpnH, so that there are exactly (n+ 1)k ideals of ZpnH.
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If G is a finite abelian group of order r and (r, p) = 1, then we can
explicitly find the codes of ZpnG by the following procedure. We first find
the minimal ideals of ZpG. Say F1 is one of them, and F1 is a field of order
pn1 . Find a positive integer a1, such that

pn1 ≡ 1 (mod a1)

but

pm 6= 1(mod a1) for 0 < m < n1.

F1 contains all the roots of the equation

xp
n1−1 = 1, and as a1|(pn1 − 1),

ζa1a1 = (ζa1a1 )(p
n1−1)/a1 = ζ(p

n1−1)
a1

= 1

So ζa1 ∈ F1, and ζa1 does not belong to any proper subfield of F1. Then
F1 = Zp(ζa1). Similarly, find a2, · · · , aN so that Fi = Zp(ζai) and F1, · · · , FN
are all the minimal ideals of ZpG. Then ZpnG '

∏N
i=l Zpn(ζai). Now all the

(n+ 1)N ideals of ZpnG can be seen.

Codes over Zm where m =
∏s

i=1 p
ei
i

To determine codes over Zm, we first write m =
∏s

i=1 p
ei
i with ei ≥ 1

and pi distinct primes. Let

ψi : Zm → Zpiei , i = 1, ..., s

be given by ψi(a) = a(i) where ai ≡ a(mod Zpeii ). ψi is a ring homomorphism.
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Define
ψ : Zm −→ Zp1e1 × Zp2e2 × · · · × Zpses

by
ψ(a) = (ψ1(a), ψ2(a), ..., ψs(a)).

Then ψ is a homomorphism. By the Chinese Remainder Theorem ψ is onto,
and since both rings in question are finite, ψ is in fact an isomorphism.
For G a finite abelian group of order n, with (n,m) = 1, extend ψ to an
isomorphism ψ̄, by

ψ̄ : ZmG→ Zpe11 G× Zpe22 G× · · · × Zpess G,

ψ̄(
∑
g∈G

rgg) = (
∑
g∈G

ψ1(rg)g,
∑
g∈G

ψ2(rg)g, · · · ,
∑
g∈G

ψs(rg)g)

Note that ψ̄ is onto from Chinese Remainder Theorem. to prove that ψ̄ is
one to one, let

∑
g∈G ǵg ∈ kerψ̄

ψ̄(
∑
g∈G

ǵg) = (
∑
g∈G

ψ1(rg),
∑
g∈G

ψ2(rg), · · · ,
∑
g∈G

ψs(rg)) = (0, 0, ..., 0)

since (n,m) = 1, rg = 0. Hence, kerψ̄ = 0.

If I is an ideal of ZmG, then {
∑

g∈G ψ1(rg)g|
∑

g∈G rgg ∈ I} is an ideal
of Zpeii G, while if Ai is an ideal of Zpeii G for i = 1, 2, ..., s, then

ψ̄−1{(a1, · · · , as)|ai ∈ Ai}

is an ideal of ZmG. Thus knowledge of the ideals, and hence codes of ZmG
is equivalent to knowledge of the codes of Zpeii G for i = 1, ..., s. Using the
results of the previous section, we can determine the codes of Zpeii G from the

codes of ZpiG.[36]
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Chapter 3

Quaternary codes

In this chapter, the generator matrices has been studied for a code C over
the ring Z4, the ideals of Z4(x)/(f(x)), where f(x) is an irreducible factor of
xn−1 and then use these ideals to know the ideals of Z4(x)/(xn−1). Finally,
the dual code for the code C has been studied.

3.1 Generator Matrices

Definition 36. [39] The type of the group : Let G be a group of pm ele-
ments, and let G be a direct sum of m1 cyclic subgroups of order pe1, · · · ,
mr cyclic subgroups of order per . Then we say that the group is of type
(pe1)m1 · · · (per)mr. And the group consisting of the identity element alone
is of type p0.

Example 16. [39] Let n be the length of the code,

Zn
4 = ⊕ni=1{(0, · · · , 0, xi, 0, · · · , 0)|xi ∈ Z4}
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where each
{(0, ..., 0, x, 0, ..., 0)|x ∈ Z4}

is a cyclic subgroup of order 22. Hence, Zn
4 is of type (22)m,

Theorem 3.1.1. [39] Any Z4 linear code C containing some nonzero code-
words is permutation equivalent to a Z4 linear code with a generator matrix
of the form (

Ik1 A B
0 2Ik2 2C

)
(3.1)

where Ik1 denote the k1 × k1 identity matrix, and Ik2 also denote the k2 × k2
identity matrix, A and C are Z2 matrices, and B is a Z4 matrix.

Then C is an abelian group of type 4k12k2, and C contains 22k1+k2 code-
words.

Proof. We apply induction on the code length n . We distinguish the follow-
ing two cases:

1. There is a codeword of order 4 in C.

After permuting the coordinates of the codeword and (if necessary)
multiplying the codeword by −1 , we can assume that the codeword of
order 4 is of the form

(1, c2, · · · , cn).

Let
C ′ = {(0, x2, ..., xn) ∈ C}.

C ′ is also a Z4 linear code and can be regarded as a code of length n−1
by deleting the first coordinate.

By induction hypothesis, C ′ has a generator matrix of the form(
0 Ik1−1 A1 B1

0 0 2Ik2 2

)
,

where Al and C are Z2 matrices and B1 is a Z4 matrix.
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Then C has a generator matrix of the form 1 c2, · · · , ck1 ck2+1 · · · ck1+k2 ck1+k2+1 · · · cn
0 Ik1−1 A1 B1

0 0 2Ik2 2C


After adding a certain linear combination of the last k1 + k2 − 1 rows
of the above matrix to the first row, we can assume that it is carried
into a matrix of the form in theorem .

2. There is no codeword of order 4 in C. Then all nonzero codewords in
C are of order 2. Since C 6= 0n, there is a codeword of order 2 in C.

As in (1) we can assume that this codeword is of the form

(2, 2c2, · · · , 2c2)

Define C ′ as in (1). Then C’ is also a Z4 linear code without codewords
of order 4. C ′ can be regarded as a code of length n− 1.

By induction hypothesis, C ′ has a generator matrix of the form(
0 2Ik2−1 2C1

)
where C1 is a Z2 matrix. Then C has a generator matrix of the form(

2 2C2 · · · 2Ck2 2Ck2+1 · · · 2Cn
0 2Ik2−1 2C1

)
After adding a certain linear combination of the last k2− 1 rows of the
above matrix to the first row, we can assume that it is carried into a
matrix of the form (

2Ik2 2C
)

which is a matrix of the form in theorem with k1 = 0.

Let u1, · · · , uk1 ∈ Z4 and uk1+1, · · · , uk1+k2 ∈ Z2. We may regard
u1, · · · , uk1 , uk1+1, · · · , uk1+k2 as information symbols. Then encoding is car-
ried out by matrix multiplication

(u1, · · · , uk1 , uk1+1, · · · , uk1+k2)G.
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Theorem 3.1.2. [39] The dual code C⊥ of the Z4 linear code C with gener-
ator matrix (3.1) has generator matrix(

−Bt − CtAt Ct In−k1−k2
2At 2Ik2 0

)
(3.2)

where n is the code length of C. C⊥ is an abelian group of type 4n−k1−k22k2

and C⊥ contains 22n−2k1−k2 codewords.

Proof. Denote the Z4 linear code with generator matrix 3.2 by C ′ Clearly
C ′ ⊂ C⊥.

Let c = (c1, c2, · · · , cn) ∈ C⊥.

After adding a certain linear combination of the first n− k1 − k2 rows
of 3.2 to c, we can obtain a codeword of C⊥, which is of the form

c′ = (c1, · · · , ck1 , ck1+1, · · · , ck1+k2 , 0, · · · , 0).

Since c′ is orthogonal to the last k2 rows of 3.1 , each of ck1 , ck1+1, · · · , ck1+k2
is 0 or 2.

After adding a certain linear combination of the last k2 rows of (3.2)
to c′ we can obtain a codeword of C⊥, which is of the form

c′′ = (c1, · · · , ck, 0, ..., 0).

Since c′′ is orthogonal to the first k1 rows of 3.1, c1 = · · · = ck = 0. Therefore
c ∈ C ′.

Definition 37. The codes over F2 with generator matrix(
Ik1 A B

)
(3.3)

where B is the reduction modulo 2 of B is the residue code.
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The codes over F2 with generator matrix(
Ik1 A B
0 Ik C

)
(3.4)

is the torsion code .

Corollary 3. [39] Any self dual Z4 code of length n contains 2n codewords.

Proof. Let C be a self dual Z4 code of length n with generator matrix (3.1).

|C| = 22k1+k2 and |C⊥| = 22n−2k1−k2 .

Since C⊥ = C, we have 22n−2kl−k2 = 22k1+k2 .

Therefore n = 2k1 + k2 and |C| = 2n.

3.2 The ideals of Z4(x)/(f (x))

Definition 38. [6] A code over Z4 or a Z4 code is a set C of n tuples over
Z4.
a linear code over Z4 or a quaternary code is a Z4 module.

Definition 39. [6] A polynomial f(x) ∈ Z4[x] is irreducible in Z4 if when-
ever f(x) = g(x)h(x) for two polynomials g(x) and h(x) in Z4[x], one of g(x)
or h(x) is a unit.

Let µ : Z4[x]→ Z2[x] be the map which sends a to a(mod 2) and x to
x.
And µ : Zpn → Zp[x] be the map which sends a to a(mod p) and x to x in
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general.
The ring homomorphism.

µ : Z4[x] −→ Z2[x]

a0 + a1x+ · · ·+ anx
n −→ µa0 + µa1x+ · · ·+ µanx

n (3.5)

Definition 40. [20] A polynomial f(x) ∈ Zpm [x] is basic irreducible if its
µ(f(x)) is irreducible in Zp[x].

Definition 41. [8] An ideal I of a ring Z4 is called a primary ideal provided
ab ∈ I implies that either a ∈ I or br ∈ I for some positive integer r.

Definition 42. [30] A polynomial f(x) ∈ Z4[x] is primary if the principal
ideal

(f(x)) = {f(x)g(x) : g(x) ∈ Z4[x]}
is primary ideal.

Definition 43. [8] Let f(x) and g(x) be polynomials over the ring R: If

gcd(f(x), g(x)) = 1,

we say that f(x) and g(x) are relatively prime (over R). In particular, f(x)
and g(x) are relatively prime if and only if there exist polynomials a(x) and
b(x) over R for which

a(x)f(x) + b(x)g(x) = 1.

Theorem 3.2.1. [20] If f(x) is a basic irreducible polynomial, then f(x) is
primary

Proof. Suppose g(x)h(x) ∈ (f(x)). Since µf(x) is irreducible,

d = gcd(µg(x), µf(x))

is either 1 or µf(x).

If d = 1, then by definition there exist polynomials a(x) and b(x) in
Z4[x] such that

µ(a(x))µ(g(x)) + µ(b(x))µ(f(x)) = 1.
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Hence
a(x)g(x) + b(x)f(x) = 1 + 2s(x)

for some s(x) ∈ Z4[x]. Therefore

a(x)g(x)h(x)(1+2s(x))+b(x)f(x)h(x)(1+2s(x)) = h(x)(1+2s(x))2 = h(x),

implying that h(x) ∈ (f(x)).

Suppose now that d = µ(f(x)). Then there exists a(x) ∈ Z4[x] such
that

µ(g(x)) = µ(f(x))µ(a(x))

implying that
g(x) = f(x)a(x) + 2s(x)

for some s(x) ∈ Z4[x]. Hence

g(x)2 = (f(x)a(x))2 ∈ (f(x)).

Thus f(x) is a primary polynomial.

Definition 44. [8] Two polynomials f and g in R[x] are called coprime, or
relatively prime if R[x] = (f) + (g)

Lemma 9. [30] Let f(x) and g(x) be polynomials in Z4[x]. Then f(x) and
g(x) are coprime if and only if µ(f(x)) and µ(g(x)) are coprime polynomials
in F2[x].

Proof. If f(x) and g(x) are coprime, then

a(x)f(x) + b(x)g(x) = 1

for some a(x) and b(x) in Z4[x].

Then

µ(a(x))µ(f(x)) + µ(b(x))µ(g(x)) = µ(1) = 1,
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implying that µ(f(x)) and µ(g(x)) are coprime.
Conversely, suppose that µ(f(x)) and µ(g(x)) are coprime. Then there exist
a(x) and b(x) in Z4[x] such that

µ(a(x))µ(f(x)) + µ(b(x))µ(g(x)) = 1.

Thus
a(x)f(x) + b(x)g(x) = 1 + 2s(x)

for some s(x) ∈ Z4[x] since 1+2s(x) is invertible, then 1 ∈ Z4[x] by definition
(44) showing that f(x) and g(x) are coprime.
Or

a(x)(1 + 2s(x))f(x) + b(x)(1 + 2s(x))g(x) = (1 + 2s(x))2 = 1

showing that f(x) and g(x) are coprime.

Theorem 3.2.2. [39] Let f(x) be a monic polynomial of degree ≥ 1 in Z4[x],
then

• f(x) = g1(x)...gk(x), where g1(x), ..., gk(x) are pairwise coprime monic
primary polynomials.

• Let
f(x) = g1(x)...gk(x) = h1(x)...hs(x) (3.6)

be two factorization of f(x) into pairwise coprime monic primary poly-
nomials, then k = s and after renumbering, gi(x) = hi(x), i = 1, ..., k.

Theorem 3.2.3. (Hensel’s lemma)[26]
Let f(x) ∈ R[x] where R is a chain ring, let µ : R→ R/(a) where (a) is the
maximal ideal.
Suppose µ(f(x)) = h1(x)h2(x)...hk(x), where h1(x)h2(x) · · ·hk(x) are pair-
wise coprime polynomials in R[x]/(a).
Then there exist g1(x), g2(x), · · · , gk(x) in R[x] such that:
1- µ(gi(x)) = hi(x)for1 ≤ i ≤ k,
2- g1(x), g2(x), ..., gk(x) are pairwise coprime, and
3- f(x) = g1(x)g2(x)gk(x), deg gi(x) =deg hi(x).
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Theorem 3.2.4. [30] Let n be a positive odd integer. Then the polynomial
xn−1 over Z4 can be factored into a product of finitely many pairwise coprime
basic irreducible polynomials over Z4 , say

xn − 1 = g1(x), g2(x), ..., gk(x) (3.7)

Moreover, g1(x), g2(x), ..., gk(x) are uniquely determined up to a rearrange-
ment.

Proof. Over Z2, we have the unique factorization

xn − 1 = h1(x)h2(x) · · ·hk(x),

where h1(x)h2(x) · · ·hk(x) are irreducible polynomials over Z2. Since n is
odd, h1, (x)h2(x), · · · , hk(x) are pairwise coprime.

By Hensel’s lemma, there are monic polynomials g1(x), g2(x), ..., gk(x)
over Z4 such that µgi(X) = hi(X) and deg gi(X) = deg hi(X) for i =
1, 2, ..., k, that g1(X), g2(X), · · · , gk(X) are pairwise coprime, and that

xn − 1 = g1(X)g2(X)...gr(X),

Since µgi(X) = hi(x), i = 1, 2, ..., k, are irreducible over Z2,

g1(X), g2(X), ..., gk(X)

are basic irreducible. By lemma 9 gi(X), i = 1, 2, ..., k, are primary.

Then the uniqueness of (3.7) follows from Theorem 3.2.2

Theorem 3.2.5. [30] If f(x) is in Z4 and is basic irreducible, then the only
ideals of Z4/(f(x)) are (0), (1) and (2).

Proof. Suppose I is a nonzero ideal of the ring Z4/(f(x)) and g(x)+(f(x)) ∈
I for some g(x) which is not belong (f(x)). Since
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gcd(µg(x), µf(x)) = 1 or µf(x).

If gcd(µf(x), µg(x)) = 1, then there exist a(x),b(x) ∈ Z4[x] such that

µa(x)µf(x) + µb(x)µg(x) = 1

a(x)f(x) + b(x)g(x) = 1 + 2s(x),

s(x) ∈ Z4[x], multiply both sides by (1 + 2s(x))

a(x)f(x)(1 + 2s(x)) + b(x)g(x)(1 + 2s(x)) = 1,

a(x)f(x)(1 + 2s(x)) + ((g(x))(b(x)(1 + 2s(x)))) = 1

(b(x)(1 + 2s(x)) + (f(x)))(g(x) + (f(x))) = 1 + (f(x)).

Hence, g(x) + (f(x)) is invertible.

I = Z4[x]/(f(x)) = (1).

If gcd(µf(x), µg(x)) = µf(x), then there exists a(x), b(x), s(x) ∈ Z4

such that
µa(x)µf(x) + µg(x)µb(x) = µf(x)

a(x)f(x) + b(x)g(x) = f(x) + 2s(x)

2a(x)f(x) + 2b(x)g(x) = 2f(x)

2b(x)g(x) + (f(x)) = 2 + (f(x)).

Hence,2 + (f(x)) ∈ I
(2 + (f(X))) ⊆ I

From the ring homomorphism (3.5) because

(Z4[x]/(f(X)))/(2 + (f(X))) ≈ Z2[X]/(µf(X)),

which is a field, (2 + (f(X))) is a maximal ideal of Z4[x]/(f(X)). Hence
I = (2 + (f(X))) .
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3.3 The ideals of Z4[x]/(xn − 1)

Lemma 10. [39] Let f1(X), f2(X), ..., fk(X) be k pairwise coprime polyno-
mials over Z4 and Let f̂i(X) denote the product of all fj(X) except fi(X),

Then f̂i(X) and fi(X) are coprime for i = 1, 2, ..., k.

Proof. By Lemma 9 the coprimeness of fi(X) and fj(X) for i 6= j implies
the coprimeness of µfi(X) and µfj(X) . But µf1(X), µf2(X), ..., µfk(X) are

polynomials over Z2. So µf̂i(X) = µf1(X)...µfi−1(X), µfi+1(X)...µfk(X)

and µfi(X) are coprime. Again by Lemma 9, ˆfi(X) and fi(X) are coprime.

Lemma 11. [39] Let f1(X), f2(X), ..., fk(X) be k pairwise coprime polyno-
mials in Z4[X], then

(f1(X)f2(X)...fk(X)) = (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).

Proof. Clearly, (f1(X), f2(X), ..., fk(X)) ∈ (fi(X)) for every i. Therefore

(f1(X)f2(X)...fk(X)) ⊆ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).

It remains to prove that

(f1(X)f2(X)...fk(X)) ⊇ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).

We apply induction on k . The case k = 1 is trivial. Let k > 1 and assume
that it’s holds for k − 1. That is, we have

(f1(X)f2(X)...fk−1(X)) = (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk−1(X)).

Let
g(X) ∈ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)),

then
g(X) ∈ (f1(X)f2(X)...fk−1(X)) ∪ (fk(X)).
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Thus there are polynomials q1(X), q2(X) ∈ Z4[X] such that

g(x) = q1(X)f1(X)f2(X)...fk−1(X) = q2fk(x).

By lemma 10 f1(X)f2(X)...fk−1(X) and fk(x) are coprime. Then there are
polynomials h1(X), h2(X) ∈ Z4[X] such that

h1(X)f1(X)f2(X)...fk−1(X) + h2(X)fk(x) = 1.

Multiplying the last equation by g(X), we obtain

g(x)h1(X)f1(X)f2(X)...fk−1(X) + g(x)h2(X)fk(x) = g(x)

g(x) = (q2h1(X) + q1(X)h2(X))f1(X)f2(X)...fk−1(X)fk(x).

Thus g(x) ∈ (f1(X)f2(X)...fk−1(X)fk(x)). Which compleat the proof.

Theorem 3.3.1. [39] (Sun Zi Theorem) Let f1(X), f2(X), ..., fk(x) be k pair-
wise coprime polynomials of degree ≥ 1 over Z4 and a1(X), a2(X), ..., ak(X)
be any k polynomials over Z4. Then the simultaneous congruences

x ≡ a1(X)(modf1(X))

x ≡ a2(X)(modf2(X))

...

x ≡ aK(X)(modfk(X)).

has a solution in Z4[X].
Moreover, the solution is unique modf1(X)f2(X) · · · fk(x), i.e., if g(X) and
h(X) are two solutions , then

g(X) ≡ h(X)(modf1(X)f2(X)...fk(x)).

Proof. By Lemma 10 f̂i(X) and fi(X) are coprime, i = 1, 2, ..., k. Then there
are polynomials bi(X) and qi(X) over Z4 such that

bi(X)f̂i(X) + qi(X)fi(X) = 1. (3.8)
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It is easy to verify that

a1b1f̂1(X) + a2b2f̂2(X) + · · ·+ akbkf̂k(X) (3.9)

is a solution of the system.

Now let g(X) and h(X) be two solutions of the system.
Then g(X) ≡ h(X)(modfi(X)) , i = 1, 2, ..., k.
That is, g(X)− h(X) ∈ (fi(X)), i = 1, 2, ..., k. By Lemma 11

g(X)− h(X) ∈ f1(X)f2(X)...fk(x)

That is,
g(X) ≡ h(X)(modf1(X)f2(X)...fk(x)).

Theorem 3.3.2. [39] Let f1(X), f2(X), ..., fk(x) be k pairwise coprime poly-
nomials of degree ≥ 1 over Z4 and f(x) = f1(X)f2(X)...fk(x). Denote the
residue class ring Z4[X]/(f(X)) by R. For i = 1, 2, ..., k, let

ei = bi(X)f̂i(X) + (f(X)), (3.10)

where bi(X) is the polynomial bi(X) appearing in (3.8). Then

• Ri = Rei is an ideal of R, and ei is the identity of Ri, i = 1, 2, ..., k.

• R = R1 ⊕R2 ⊕ ...⊕Rk.

Corollary 4. [39] Let f1(X), f2(X), ..., fk(x) be k pairwise coprime monic
polynomials of degree≥ 1 over Z4 and f(x) = f1(X)f2(X)...fk(x), Then for
any i = 1, 2, ..., k, the map

Z4[X]/fi(X) −→ (Z4[X]/(f(X))ei = Rei (3.11)

k(X) + (fi(X)) −→ (k(X) + (f(X)))ei

is an isomorphism of rings.
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Corollary 5. [39] Let f1(X), f2(X), ..., fk(x) be k pairwise coprime monic
polynomials of degree≥ 1 over Z4 and f(x) = f1(X)f2(X)...fk(x), Then

Z4(x)/(f(x)) ' Z4(x)/(f1(X))⊕ Z4(x)/(f2(X))⊕ · · · ⊕ Z4(x)/(fk(X)).

Lemma 12. [30] Let n be an odd positive integer and xn−1 = f1(X)f2(X)...fk(x)
be the unique factorization of xn − 1 into basic irreducible polynomials over
Z4. Then under the isomorphism (3.11), the ideals (0), (1 + (fi(X))), and
(2 + (fi(X))) of Z4[X]/(fi(X)) are mapped into (0), (f̂i(X) + (xn − 1)) and
(2f̂i(X) + (xn − 1)) of Ri = Rei, respectively.

Proof. Under the isomorphism (3.11), we have

1 + (fi(X)) −→ (1 + (xn − 1))ei.

By (3.10), ei = bi(X)f̂i(X) + (xn − 1). Therefore

1 + (fi(X)) −→ bi(X)f̂i(X) + (xn − 1).

Clearly,
bi(X)f̂i(X) + (xn − 1) ∈ (f̂i(X) + (xn − 1)).(∗)

Multiplying both sides of (3.8) by f̂i(X), we obtain

bi(X)f̂i(X)f̂i(X) + Ci(X)(xn − 1) = f̂i(X).

Then
bi(X)f̂i(X)f̂i(X) + (xn − 1) = f̂i(X) + (xn − 1),

which implies

f̂i(X) + (xn − 1) ∈ (bi(X)f̂i(X) + (xn − 1))(∗∗).

Therefore

(bi(X)f̂i(X) + (xn − 1)) = (f̂i(X) + (xn − 1)), (by ∗ and ∗ ∗)

and the image of (1 + (fi(X))) under (3.11) is (f̂i(X) + (xn − 1)) .
Similarly, we can prove that the image of (2 + (f, (X))) under (3.11) is
(2f̂i(x) + (xn − 1)).
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Theorem 3.3.3. [30] Let xn−1 = f1f2 . . . fk, be a product of basic irreducible
and pairwise coprime polynomials for odd n. Then any ideal in the ring Rn

is a sum of ideal (f̂i) and (2f̂j)

Proof. By theorem (3.2.4) the factorization of xn − 1 exists and is unique.
By corollary 5

Rn = Z4[x]/(f1)⊕ Z4[x]/(f2)⊕ Z4[x]/(f3)⊕ · · · ⊕ Z4[x]/(fk).

if I is an ideal of Rn, then

I ' I1 ⊕ I2 ⊕ · · · ⊕ Ik

[[15]p135], where Ii is an ideal of the ring Z4[x]/(fi), for i = 1, 2, · · · , k. By
theorem (3.2.5),

Ii = 0, Z4[x]/(fi) or (2 + (fi)).

By theorem (12) Ii = Z4[x]/(fi), then it corresponds to the ideal (f̂i) in the
ring Rn, if Ii = (2 + (fi)), then it corresponds to the ideal (2f̂j). In any case,

the ideal I is a sum of (f̂i) and (2f̂j).

Theorem 3.3.4. [30] Suppose C is a Z4 cyclic code of odd length n. Then
there exist unique monic polynomials f , g and h such that xn− 1 = fgh and
C = (fh)⊕ (2fg) : Furthermore, C has type 4degg2degh.

When h = 1, C = (f) and |C| = 4n−degf

When g = 1, C = (2f) and |C| = 2n−degf .

Proof. We know that xn − 1 has a unique factorization such that

xn − 1 = f1f2 · · · fr,

where thefi are basic irreducible and pairwise coprime, We also know, by
the previous theorem , that C is a sum of (f̂i) and (2f̂j). By permuting the
subscripts of fi, we can suppose that C is a sum of

(f̂k+1), (f̂k+2), · · · , (f̂k+l), (2f̂k+l+1), (2f̂k+l+2), · · · , (2f̂r),
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Then

C = (f1f2 · · · fkfk+l+1fk+l+2 · · · fr, 2f1f2 · · · fkfk+1 · · · fk+l) = (fh, 2fg),

where f = f1f2 · · · fk, g = fk+1fk+2 · · · fk+l or 1 if l = 0

and

h = fk+l+1fk+l+2 · · · fr or 1ifk + l = r.

Whenh 6= 1 fh and g are coprime, (fh)
⋂

(2fg) = 0. Therefore

|C| = |fh||2fg| = 4n−ged(f)−deg(h)2n−deg(f)−deg(g).

When h = 1, the above identity is still true because in this case C = (f)
and

|C| = |fh||2fg| = 4n−ged(f)−deg(h)2n−ged(f)−deg(g) = 4n−ged(f).

When g = 1, the above identity is still true because in this case C =
(2f) and

|C| = |fh||2fg| = 4n−ged(f)−deg(h)2n−ged(f)−deg(g) = 2n−ged(f).

3.4 The dual codes

Theorem 3.4.1. [30] Let C = (fh, 2fg) be a Z4 cyclic code of odd length n
where f , g and h are monic polynomials such that fgh = xn − 1.
Then C⊥ is also a Z4 cyclic code C⊥ = (g∗h∗, 2g∗f ∗), and |C⊥| = 4degf2degh.
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Proof.
fh(g∗h∗)∗ = fghh = 0 in Z4/(x

n − 1),

2fg(g∗h∗)∗ = 2fghg = 0 in Z4/(x
n − 1).

So, g∗h∗ ∈ C⊥.

fh(2g∗f ∗)∗ = 2fghf = 0 in Z4/(x
n − 1)

Also 2fg(2g∗f ∗)∗ = 0 Z4/(x
n − 1).

Thus 2g∗f ∗ ∈ C⊥, (g∗h∗, 2g∗f ∗) ⊆ C⊥. Since C has type 4degg2degh, C⊥ has
type 4n−degg−degh2degh = 4degf2degh from theorem (3.3.4).

Since xn − 1 = f ∗g∗h∗, (g∗h∗, 2g∗f ∗) has type 4degf
∗
2degh

∗
= 4degf2degh.

Thus C⊥ = (g∗h∗, 2g∗f ∗).

Corollary 6. [31] Let n be odd. Assume xn− 1 is a product of k irreducible
polynomial in Z4[x].Then there are (3)k cyclic codes over Z4 of length n.

Proof. Let xn − 1 = g1(x)g2(x)...gk(x) be the factorization of xn − 1 into
monic irreducible polynomials. If C is a cyclic code, by the pervious theorem
C = (f(x)g(x))⊕ (2f(x)h(x)) where xn − 1 = f(x)g(x)h(x). Each gi(x) is a
factor of exactly one of f(x), g(x), orh(x).

Example 17. [31] x7−1 = (x−1)(x3+2x2+x−1)(x3−x2+2x−1) let x7−1 =
g1(x)g2(x)g3(x) let g1(x), g2(x)and g3(x) equal (x− 1), (x3 + 2x2 +x− 1) and
(x3 − x2 + 2x− 1) respectively are the monic irreducible factors of x7 − 1.

By the previous corollary there are 33 = 27 cyclic codes over Z4 of
length 7. In the table we give the generator polynomials of the 25 nontrivial
cyclic codes of length 7 as described in the theorem

44



Code number generator polynomials type dual polynomial
1 2 27 2
2 f1 46 f2f3
3 f2 44 f1f2
4 f3 44 f1f3
5 f1f2 43 f2
6 f2f3 4 f1
7 f1f3 43 f3
8 2f1 26 (f2f3, 2f1)
9 2f2 24 (f1f2, 2f3)
10 2f3 24 (f1f3, 2f2)
11 2f2f3 2 (f1, 2f2f3)
12 2f1f2 23 (f2, 2f1f3)
13 2f1f3 23 (f3, 2f1f2)
14 (f1, 2f2f3) 46.2 2f2f3
15 (f2, 2f1f3) 44.23 2f1f2
16 (f3, 2f1f2) 44.23 2f1f3
17 (f1f2, 2f3) 43.24 2f2
18 (f1f3, 2f2) 43.24 2f3
19 (f2f3, 2f1) 4.26 2f1
20 (f1f2, 2f1f3) 43.23 (f2f3, 2f1f2)
21 (f1f2, 2f2f3) 43.2 (f1f2, 2f2f3)
22 (f1f3, 2f1f2) 43.23 (f2f3, 2f1f3)
23 (f1f3, 2f3f2) 43.2 (f1f3, 2f3f2)
24 (f2f3, 2f1f2) 4.23 (f1f2, 2f1f3)
25 (f2f3, 2f1f3) 4.23 (f1f3, 2f1f2)

Example 18. [31] If C = (f(x)h(x))⊕ (2f(x)g(x)), as in the theorem , we
can easy write down a generator matrix G for C.

Consider C = (g1g3, 2g2) in the table Since g1(x)g3(x) = 1 + x+ 3x2 +
2x3 + x4 and 2g2(x) = 2 + 2x+ 2x3; then the generator matrix for this code
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is

C =



1 1 3 2 1 0 0
0 1 1 3 2 1 0
0 0 1 1 3 2 1
2 2 0 2 0 0 0
0 2 2 0 2 0 0
0 0 2 2 0 2 0
0 0 0 2 2 0 2


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Chapter 4

Codes over Zpn

In this chapter, the code C over the ring Zpn has been studied. The ideals
of Zpn(x)/(f(x)), where f(x) is an irreducible factor of xn − 1 and then use
these ideals to know the ideals of Zpn(x)/(xn − 1). Finally, we steady the
dual code for the code C.

Definition 45. A polynomial f in the ring R is called regular if it is not a
zero divisor, i.e., if for g ∈ R, fg = 0 implies g = 0.

4.1 The ideals of Zpm[x]/(f (x))

Lemma 13. [23] Let f(x) and g(x) be regular polynomials in Zpn [x]. Then
f(x) and g(x) are coprime if and only if µ(f(x)) and µ(g(x)) are coprime
polynomials in Fp[x].
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Proof. If f(x) and g(x) are coprime, then

a(x)f(x) + b(x)g(x) = 1

for some a(x) and b(x) in Zpn [x].

Then

µ(a(x))µ(f(x)) + µ(b(x))µ(g(x)) = µ(1) = 1,

implying that µ(f(x)) and µ(g(x)) are coprime. Conversely, suppose that
µ(f(x)) and µ(g(x)) are coprime. Then there exist a(x) and b(x) in Zpn [x]
such that

µ(a(x))µ(f(x)) + µ(b(x))µ(g(x)) = 1.

Thus
a(x)f(x) + b(x)g(x) = 1 + pks(x)

for some s(x) ∈ Zpn [x],and positive integer k. Since since 1 + pks(x) is
invertible, then 1 ∈ Zpk [x] by definition 44 this showing that f(x) and g(x)
are coprime.

Theorem 4.1.1. [25] Let f(x) be a regular polynomial in Zpk [x], then

• f(x) = ug1(x)...gk(x), where g1(x), ..., gk(x) are regular pairwise co-
prime primary polynomials.

• Let
f(x) = ug1(x)...gk(x) = vh1(x)...hs(x) (4.1)

where u and v are units be two factorization of f(x) into regular pair-
wise coprime primary polynomials, then k = s and after renumbering,
gi(x) = hi(x), i = 1, ..., k.
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Theorem 4.1.2. [25] Let n be a positive integer and p does not divides n.
Then the polynomial xn−1 over Zpm can be factored into a product of finitely
many pairwise coprime regular, primary polynomials over Zpk , say

xn − 1 = g1(x), g2(x), ..., gk(x) (4.2)

Moreover, g1(x), g2(x), ..., gk(x) are uniquely determined up to a rearrange-
ment.

Theorem 4.1.3. [23] If f(x) ∈ Zpm [x] is a basic irreducible polynomial then
the ideals of Zpm [x]/(f(x)) are precisely (0), (1 + (f(x))), (p + (f(x))),...,
(pm−1 + (f(x))).

Proof. Suppose I is a nonzero ideal of the ring Zpm [x]/(f(x)) and g(x) +
(f(x)) ∈ I for some g(x) which is not belong (f(x)). Since µf(x) is irre-
ducible in Zp[x]

gcd(µg(x), µf(x)) = 1 or µf(x).

If gcd(µf(x), µg(x)) = 1, then there exist a(x),b(x) ∈ Zpm [x] such that

µa(x)µf(x) + µb(x)µg(x) = 1

a(x)f(x) + b(x)g(x) = 1 + pks(x),

for some positive integer k s(x) ∈ Zpm [x]. Since since 1+pks(x) is invertible,
then 1 ∈ Zpk [x] by definition 44 this showing that f(x) and g(x) are coprime.
There exists u(x) and v(x) such that 1 = f(x)u(x) + g(x)v(x).
But then (g(x) + (f(x)))(v(x) + (f(x))) = 1 + (f(x)).
Therefore g(x) + (f(x)) is invertible. Hence, g(x) + (f(x)) is invertible.

I = Zpm [x]/(f(x)) = (1).

If gcd(µf(x), µg(x)) = µf(x),then µf(x)|µg(x).
Hence there exists a(x), b(x) ∈ Zpm such that

g(x) = a(x)f(x) + pkb(x)
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where gcd(µf(x), µb(x)) = 1.
Hence g(x) + (f(x)) ∈ (pk + (f(x))

I ⊆ (pk + (f(x)). (4.3)

Also pk+(f(x) ∈ I where gcd(µf(x), µb(x)) = 1 . But the by lemma 13 f(x)
and b(x) are coprime. Hence there exist p(x), q(x) ∈ Zpm [x] such that

1 = p(x)f(x) + q(x)b(x)

pk + (f(x))) = (q(x)pk + (f(x)))(b(x)pk + (f(x))) ∈ I

(pk + (f(x))) ∈ I. (4.4)

From (4.3) and (4.4) I = (pk + (f(x)))

4.2 The ideals of Zpm[x]/(xn − 1)

Lemma 14. Let f1(X), f2(X), ..., fk(X) be k pairwise coprime polynomials
over Zpm and Let f̂i(X) denote the product of all fj(X) except fi(X), Then

f̂i(X) and fi(X) are coprime for i = 1, 2, ..., k.

Proof. By Lemma 13 the coprimeness of fi(X) and fj(X) for i 6= j implies
the coprimeness of µfi(X) and µfj(X) . But µf1(X), µf2(X), ..., µfk(X) are

polynomials over Z2. So µf̂i(X) = µf1(X)...µfi−1(X), µfi+1(X)...µfk(X)

and µfi(X) are coprime. Again by Lemma 13, ˆfi(X) and fi(X) are coprime.

Lemma 15. Let f1(X), f2(X), ..., fk(X) be k pairwise coprime polynomials
in Zpm [X], then

(f1(X)f2(X)...fk(X)) = (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).
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Proof. Clearly, (f1(X), f2(X), ..., fk(X)) ∈ (fi(X)) for every i. Therefore

(f1(X)f2(X)...fk(X)) ⊆ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).

It remains to prove that

(f1(X)f2(X)...fk(X)) ⊇ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)).

We apply induction on k . The case k = 1 is trivial. Let k > 1 and assume
that it’s holds for k − 1. That is, we have

(f1(X)f2(X)...fk−1(X)) = (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk−1(X)).

Let
g(X) ∈ (f1(X)) ∩ (f2(X)) ∩ ... ∩ (fk(X)),

then
g(X) ∈ (f1(X)f2(X)...fk−1(X)) ∪ (fk(X)).

Thus there are polynomials q1(X), q2(X) ∈ Zpm [X] such that

g(x) = q1(X)f1(X)f2(X)...fk−1(X) = q2fk(x).

By lemma 14 f1(X)f2(X)...fk−1(X) and fk(x) are coprime. Then there are
polynomials h1(X), h2(X) ∈ Zm

p [X] such that

h1(X)f1(X)f2(X)...fk−1(X) + h2(X)fk(x) = 1.

Multiplying the last equation by g(X), we obtain

g(x)h1(X)f1(X)f2(X)...fk−1(X) + g(x)h2(X)fk(x) = g(x)

g(x) = (q2h1(X) + q1(X)h2(X))f1(X)f2(X)...fk−1(X)fk(x).

Thus g(x) ∈ (f1(X)f2(X)...fk−1(X)fk(x)). Which compleat the proof.

Theorem 4.2.1. Let f1(X), f2(X), ..., fk(x) be k pairwise coprime polynomi-
als of degree ≥ 1 over Zpk and a1(X), a2(X), ..., ak(X) be any k polynomials
over Zpk . Then the simultaneous congruences

x ≡ a1(X)(modf1(X))

x ≡ a2(X)(modf2(X))
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...

x ≡ aK(X)(modfk(X)).

has a solution in Zpk [X].
Moreover, the solution is unique modf1(X)f2(X) · · · fk(x), i.e., if g(X) and
h(X) are two solutions , then

g(X) ≡ h(X)(modf1(X)f2(X)...fk(x)).

Proof. By Lemma 14 f̂i(X) and fi(X) are coprime, i = 1, 2, ..., k. Then there
are polynomials bi(X) and qi(X) over Zpk such that

bi(X)f̂i(X) + qi(X)fi(X) = 1. (4.5)

It is easy to verify that

a1b1f̂1(X) + a2b2f̂2(X) + · · ·+ akbkf̂k(X) (4.6)

is a solution of the system.

Now let g(X) and h(X) be two solutions of the system.
Then g(X) ≡ h(X)(modfi(X)) , i = 1, 2, ..., k.
That is, g(X)− h(X) ∈ (fi(X)), i = 1, 2, ..., k. By Lemma 15

g(X)− h(X) ∈ f1(X)f2(X)...fk(x)

That is,
g(X) ≡ h(X)(modf1(X)f2(X)...fk(x)).

Theorem 4.2.2. Let f1(X), f2(X), ..., fk(x) be k pairwise coprime polyno-
mials of degree ≥ 1 over Zpk and f(x) = f1(X)f2(X)...fk(x). Denote the
residue class ring Zpk/(f(X)) by R. For i = 1, 2, ..., k, let

ei = bi(X)f̂i(X) + (f(X)), (4.7)

where bi(X) is the polynomial bi(X) appearing in (4.5). Then
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• Ri = Rei is an ideal of R, and ei is the identity of Ri, i = 1, 2, ..., k.

• R = R1 ⊕R2 ⊕ ...⊕Rk.

Corollary 7. Let f1(X), f2(X), ..., fk(x) be k pairwise coprime monic poly-
nomials of degree≥ 1 over Zpk and f(x) = f1(X)f2(X)...fk(x), Then for any
i = 1, 2, ..., k, the map

Zpk [X]/fi(X) −→ (Zpk [X]/(f(X))ei = Rei (4.8)

k(X) + (fi(X)) −→ (k(X) + (f(X)))ei

is an isomorphism of rings.

Corollary 8. Let f1(X), f2(X), ..., fk(x) be k pairwise coprime monic poly-
nomials of degree≥ 1 over Zpk and f(x) = f1(X)f2(X)...fk(x), Then

Zpk(x)/(f(x)) ' Zpk(x)/(f1(X))⊕ Zpk(x)/(f2(X))⊕ · · · ⊕ Zpk(x)/(fk(X))

Lemma 16. Let n be an odd positive integer and xn−1 = f1(X)f2(X)...fk(x)
be the unique factorization of xn − 1 into basic irreducible polynomials over
Zpk . Then under the isomorphism (4.8), the ideals (0), (1 + (fi(X))), and

(pk +(fi(X))) of Zpk [X]/(fi(X)) are mapped into (0), (f̂i(X)+(xn−1)) and

(pkf̂i(X) + (xn − 1)) of Ri = Rei, respectively.

Proof. Under the isomorphism (4.8), we have

1 + (fi(X)) −→ (1 + (xn − 1))ei.

By (4.7), ei = bi(X)f̂i(X) + (xn − 1). Therefore

1 + (fi(X)) −→ bi(X)f̂i(X) + (xn − 1).

Clearly,
bi(X)f̂i(X) + (xn − 1) ∈ (f̂i(X) + (xn − 1)).(∗)

Multiplying both sides of (4.5) by f̂i(X), we obtain

bi(X)f̂i(X)f̂i(X) + Ci(X)(xn − 1) = f̂i(X).

Then
bi(X)f̂i(X)f̂i(X) + (xn − 1) = f̂i(X) + (xn − 1),
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which implies

f̂i(X) + (xn − 1) ∈ (bi(X)f̂i(X) + (xn − 1)).(∗∗)

Therefore

(bi(X)f̂i(X) + (xn − 1)) = (f̂i(X) + (xn − 1)), (by ∗ and ∗ ∗)

and the image of (1 + (fi(X))) under (4.8) is (f̂i(X) + (xn − 1)) .
Similarly, we can prove that the image of (pk + (f, (X))) under (4.8) is
(pkf̂i(x) + (xn − 1)).

Theorem 4.2.3. [23] Let p be a prime such that p dose not divide n. Let
xn − 1 = f1f2 . . . fk, be a product of basic irreducible and pairwise coprime
polynomials in Zpm [x]. Then any ideal in the ring Zpm [x]/(xn − 1) is a sum

of ideal (pj f̂i) + (xn − 1), where 0 ≤ j ≤ m− 1.

Proof. By theorem (3.2.4) the factorization of xn − 1 exists and is unique.
By corollary 8

Zpk [x]/(xn− 1) = Zpk [x]/(f1)⊕Zpk [x]/(f2)⊕Zpk [x]/(f3)⊕ · · · ⊕Zpk [x]/(fk).

if I is an ideal of Zpk [x]/(xn − 1), then

I ' I1 ⊕ I2 ⊕ · · · ⊕ Ik,

where Ii is an ideal of the ring Zpk [x]/(fi), for i = 1, 2, · · · , k. By theorem
(3.2.5),

Ii = 0, Zpk [x]/(fi)or(p
k + (fi)).

By theorem (16) Ii = Zpk [x]/(fi), then it corresponds to the ideal (f̂i) in
the ring Zpk [x]/(xn − 1), if Ii = (pk + (fi)), then it corresponds to the ideal

(pkf̂j + (xn − 1)). In any case, the ideal I is a sum of (f̂i + (xn − 1)) and

(pkf̂j + (xn − 1)).

Corollary 9. [31] Let p be a prime that dose not divide n . Assume xn−1 is
a product of k basic irreducible parwise coprime polynomials in Zpm [x]. Then
there are (m+ 1)k cyclic codes over Zpk of length n.
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Proof. Let xn − 1 = g1(x)g2(x)...gk(x) be the factorization of xn − 1 into
monic basic irreducible polynomials. If C is a cyclic code, by the previous
theorem C = (pi1 ĝ1)⊕ ...⊕ (pik ĝk) where ii ∈ [0,m] . Hence there is (m+ 1)k

cyclic codes.

4.3 Zpm[x]/xn − 1 is a principal ideal ring

The following theorem is generalization for theorem 3.3.4

Theorem 4.3.1. [23] Let p be a prime such that p dose not divide n, and
C is a Zpm acyclic code, then there exist a collection of pairwise coprime

polynomials F0, F1, ..., Fm such that C = (F̂1, pF̂2, ..., p
m−1F̂m) where xn−1 =

F0F1...Fm, and |c| = p
∑m−1

i=0 (m−i)degFi+1

Proof. We know that xn − 1 has a unique factorization such that

xn − 1 = f1f2 · · · fr,

where thefi are unique basic irreducible and pairwise coprime. Since xn−1 is
monic fismay be chosen to be monic, We also know, by the previous theorem,
that C is a sum of ideals of the type (pj f̂i) + (xn − 1). By permuting the
subscripts of fi, we can suppose that C is a sum of

(f̂k1+1), (f̂k1+2), · · · , (f̂k1+k2), (pf̂k1+k2+1), (pf̂k1+k2+2), · · · ,

(pf̂k1+k2+k3), · · · , (pm−1f̂k1+k2+...+km+1), ..., (p
m−1f̂r).

Then
C = (f1f2 · · · fk1fk1+k2+1fk1+k2+2 · · · fr; pf1f2 · · · fk1fk1+1

· · · fk1+k2fk1+k2+k3+1, · · · , fr; · · · ; pm−1f1f2, · · · , fk1+k2+...+km).

For 0 ≤ i ≤ m, let

Fi = fk1+k2+...+ki+1...fk1+k2+...+ki+1
.
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Hence
C = (F̂1, pF̂2, ..., p

m−1F̂m).

Since Fis are pairwise coprime thus

C = F̂1 ⊕ pF̂2 ⊕ ...⊕ pm−1F̂m.

Therefor,
|C| = |F̂1||pF̂2|...|pm−1F̂m|

= pm(n−degF̂1)p(m−1)(n−degF̂2)...p(n−degF̂m)

= p
∑m−1

i=0 (m−i)degFi+1

Theorem 4.3.2. [23][7] Let p be a prime such that p dose not divide n, and
C any Zpm acyclic code, then C has the form

C = (f0, pf1, p
2f2, ..., p

m−1fm−1)

where the fis satisfying

fm−1|fm+2|...|f0|xn − 1

Proof. With the notations of Theorem 4.3.1

C = (F̂1, pF̂2, ..., p
m−1F̂m).

For 0 ≤ i ≤ m− 2, let fi = F0Fi−2...Fm and fm−1 = F0 . Then

fm−1|fm−2|...|f0|xn − 1.

Also for all 0 ≤ i ≤ m − 1 piF̂i+1 = piF0F1...FiFi+2...Fm = pifiF1F2...Fi.
Hence,

C ⊆ (f0, pf1, ..., p
m−1fm−1).

To prove the reverse inclusion first observe that f0 ∈ C. As F1 and F2 are
coprime, there exist polynomials a(x), b(x) ∈ Zpm [x] such that

1 = a(x)F1(x) + b(x)F2(x).
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Thus,

pf1 = pF0F3...Fm = pa(x)F0F1F3...Fm + pb(x)f0 = pa(x)F̂2 + pb(x)f0 ∈ C.

Proceeding like this we get pifi ∈ C for all i, 0 ≤ i ≤ m− 1. Thus,

C = (f0, pf1, ..., p
m−1fm−1)

Corollary 10. [23][7] If p is a prime not dividing n then Zpm/(x
n − 1) is a

principal ideal ring.

Proof. With the notations of Theorem 4.3.1,C = (F̂1, pF̂2, ..., p
m−1F̂m). Let

G = F̂1 + pF̂2 + ... + pm−1F̂m . We shall prove that C = (G). First observe
that F̂iF̂j = 0 in Zpn/(x

n − 1) for 0 ≤ i, j ≤ m, and i 6= j.

Also, since F̂i, Fi are coprime polynomials for all i such that 1 ≤ i ≤ m,
there exist qi, ri such that qiF̂i + riFi = 1. It follows that, for all k such
that 1 ≤ k ≤ m,

∏k
i=1(qiF̂i + riFi) = 1. Therefore, for all k, there exist

polynomials ak0, ak1, ..., akk such that

ak0F1F2...Fk + ak1F̂1F2...Fk + ak2F1F̂2...Fk...+ akkF1F2...F̂k = 1.

Multiplying by pm−1F̂m on both sides of the version of the above equation
with k = m− 1, we obtain

pm−1F̂m = pm−1am−1F1F2...Fm−1F̂m.

On the other hand,

F1F2...Fm − 1G = pm−1F1F2...Fm−1F̂m.

Consequently, pm−1F̂m ∈ (G) and, thus, H = F̂1+pF̂2+...+pm−2F̂m−1 ∈ (G).
A similar argument yields

pm−2F̂m−1 = pm−2am−2F1F2...Fm−2F̂m−1

and
F1F2...Fm−2H = pm−2F1F2...Fm−2F̂m−1.
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So, we get pm−2F̂m−1 ∈ (G) and, hence,

F̂1 + pF̂2 + ...+ pm−3F̂m−2 ∈ (G).

Continuing on like this, we conclude that

F̂1, pF̂2, p
2F̂3, ..., p

m−1F̂m ∈ (G).

This completes the proof.

4.4 Dual cyclic code

Lemma 17. [8] The number of elements in any nonzero linear code C over
Zpm is of the form pk. And the dual code has pl codewords were k + l = mn

Theorem 4.4.1. [23][7] Let p be a prime such that p dose not divide n, and
C = (F̂1, pF̂2, ..., p

m−1F̂m) where xn − 1 = F0F1...Fm, then

C⊥ = (F̂1

∗
, pF̂m

∗
, p2 ˆFm−1

∗
..., pm−1F̂2

∗
)

Proof. let
C1 = (F̂1

∗
, pF̂2

∗
, ..., pm−1F̂m

∗
),

we will prove that
C1 = C⊥

for 0 ≤ i, j ≤ m− 1,

{
(piF̂i+1) (pjF̂ ∗m−j+1)

∗ is divisible by xn − 1, i+1 6= m− j + 1

(piF̂i+1) (pjF̂ ∗m−j+1)
∗ is divisible by pn, i+1 = m− j + 1.

In any case (piF̂i+1)(p
jF̂ ∗m−j+1)

∗ ≡ 0 mod (xn − 1). That is C1 ⊆ C⊥.
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On the other hand |C1| = pmdegF
∗
0 p(m−1)degF

∗
m ...pdegF

∗
2 = p

∑m
i=1 idegF

∗
i+1 .

But degF = degF ∗, so
|C1| = p

∑m
i=1 idegF

∗
i+1 .

And
|C⊥| = pl

where

l = mn−
m−1∑
i=0

(m− i)degFi+1

= mn− (mdegF1 +(m−1)degF2 +(m−2)degF3 + ...+(m− (m−1))degFm).

= m(n − degF1 − degF2 − ... − degFm) + degF2 + 2degF3 + 3degF4 + ... +
mdegFm+1.

=
m∑
i=1

idegFi+1.

Hence C1 = C⊥(C1 ⊆ C⊥, |C1| = |C⊥|).

Theorem 4.4.2. [23] Let p be a prime such that p dose not divide n, and

C = (F̂1, pF̂2, ..., p
m−1F̂m)

where xn− 1 = F0F1...Fm, then C is self dual if and only if for 0 ≤ i, j ≤ m,
i+ j ≡ 1(mod m+ 1), then Fi is an associate of F ∗j .

Proof. Assume C is self dual, for 0 ≤ i, j ≤ m, if i+ j ≡ 1(mod m+ 1) let
gi = F ∗j

xn − 1 = F0F1...Fm,

(xn − 1)∗ = (F0F1...Fm)∗ = g0g1...gm.

Hence
xn − 1 = −g0g1...gm = F0F1...Fm,

and
C⊥ = (ĝ1, pĝ2, p

2ĝ3, ..., p
m−1ĝm)

Not that g0 = F ∗1 , g2 = F ∗m,...ĝi = F̂i, 0 ≤ i ≤ m.
Hence Fi is an associate F ∗j .
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To prove the other direction assume that for 0 ≤ i, j ≤ m, if i + j ≡
1(mod m+ 1), then ciFi = F ∗j ,where ci ∈ Zpn

C⊥ = (F̂0

∗
, pF̂m

∗
, ..., pm−1F̂2

∗
)

= (c1F̂1, pc2F̂2, p
2c3F̂3, ..., p

m−1cm−1F̂m)

= (F̂1, pF̂2, ..., p
m−1F̂m) = C.

Hence, C is self orthogonal.
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Chapter 5

Codes over finite chain ring

In this chapter, the the generalization of the methods of chapters [2.2] and
[4] has been studied to obtain cyclic and self dual cyclic codes over finite
chain rings with the condition that the length of the code is not divisible by
the characteristic of the residue field .

5.1 The ideals of R[x]/(f (x))

Theorem 5.1.1. [12] For a finite commutative ring R the following are
equivalent:
1. R is a local ring and the maximal ideal is principal.
2. R is a local principal ideal ring.
3.R is a chain ring.

Proof. (1)→ (2) Let I be an ideal of R, if I = R then 1 ∈ I and I = R = (1).
If I 6= R, then I ⊆ (a) where (a) is the maximal principal ideal. Therefor
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I = ak for some positive integer k.

(2)→ (3) Let R be a local principal ideal ring with the maximal ideal
(a) A and B be proper ideals of R. then A = (ai) and B = (bj) for some
positive integers i and j less than the nilpotency of a. Hence A ⊆ B or
B ⊆ A .
Thus R is a chain ring.

(3)→ (1) Assume R is a finite chain ring, then R has unique maximal
ideal hence R is a local ring, to prove that the maximal ideal is principal
suppose that the maximal ideal contains a and b in the generating set of it.
Hence, b does not belong to the ideal aR and a does not belong to the ideal
aR, aR not a subset of bR and bR not a subset of aR and this implies that
R is not a chain.

Let µ : R[x]→ R[x]/(a) be the map which sends r to r+ (a), and x to
x, where (a) is the maximal ideal ring.

r0+r1x+...+rm−1x
m−1+(f(X)) −→ µr0+µr1x+· · ·+µrm−1xm−1+(µf(X)),

(5.1)

Theorem 5.1.2. [12] Let R be a finite chain ring with the maximal ideal
(a), and t be the nilpotency of a , If f(x) ∈ Zpm [x] is a basic irreducible
polynomial then the ideals of the chain ring R[x]/(f(x)) are precisely (0),
(1 + (f(x))), (a+ (f(x))),..., (at−1 + (f(x))).

Proof. Suppose I is a nonzero ideal of the ring R[x]/(f(x)) and g(x) +
(f(x)) ∈ I for some g(x) which is not belong (f(x)). Since µf(x) is irre-
ducible in R[x]/(a)
gcd(µg(x), µf(x)) = 1 or µf(x).
If gcd(µf(x), µg(x)) = 1, then there exist d(x),b(x) ∈ R[x] such that

µd(x)µf(x) + µb(x)µg(x) = 1
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d(x)f(x) + b(x)g(x) = 1 + as(x),

s(x) ∈ R[x]. Since 1 + as(x) is invertible, then 1 ∈ R[x] by definition 44 this
showing that f(x) and g(x) are coprime.*
There exists u(x) and v(x) such that 1 = f(x)u(x) + g(x)v(x).
But then (g(x) + (f(x)))(v(x) + (f(x))) = 1 + (f(x)).
Therefore g(x) + (f(x)) is invertible. Hence, g(x) + (f(x)) is invertible.

I = R[x]/(f(x)) = (1).

If gcd(µf(x), µg(x)) = µf(x),then µf(x)|µg(x).
Hence there exists d(x), b(x) ∈ R such that

g(x) = d(x)f(x) + ab(x)

where gcd(µf(x), µb(x)) = 1.
Hence g(x) + (f(x)) ∈ (a+ (f(x))

I ⊆ (a+ (f(x)). (5.2)

Also a+ (f(x)) ∈ I where gcd(µf(x), µb(x)) = 1 . Hence, f(x) and b(x) are
coprime in R from *.
So there exist p(x), q(x) ∈ R[x] such that

1 = p(x)f(x) + q(x)b(x)

a+ (f(x))) = (q(x)a+ (f(x)))(b(x)a+ (f(x))) ∈ I
(a+ (f(x))) ∈ I. (5.3)

From (5.2) and (5.3) I = (a+ (f(x)))

5.2 The ideals of R[x]/(xn − 1)

Lemma 18. [38] Chinese remainder theorem
Let R be a commutative ring. If I1, ..., Ik are pairwise coprime ideals of R,
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then the product I of these ideals equal to there intersection, and the quotient
ring R/I is isomorphic to R/I1 × ...×R/Ik via the following map:

f : R/I → R/I1 × · · · ×R/Ik (5.4)

f(x+ I) = (x+ I1, . . . , x+ Ik) (5.5)

Theorem 5.2.1. [26] If f is a monic polynomial over the chain ring R such
that µf is a square free, then f factors uniquely as a product of monic basic
irreducible pairwise coprime polynomial.

Theorem 5.2.2. [23] Let < a > be the maximal ideal of the finite chain ring
R, and t the nilpotency of a. Let xn − 1 = f1f2 . . . fk, be a product of basic
irreducible and pairwise coprime polynomials in R[x]. Then any ideal in the
ring R[x]/(xn − 1) is a sum of ideal (aj f̂i) + (xn − 1), where 0 ≤ j ≤ t.

Proof. By theorem (5.2.1) the factorization of xn − 1 exists and is unique.
By theorem 18

R[x]/(xn − 1) = R[x]/(f1)⊕R[x]/(f2)⊕R[x]/(f3)⊕ · · · ⊕R[x]/(fk).

if I is an ideal of R[x]/(xn − 1), then

I ' I1 ⊕ I2 ⊕ · · · ⊕ Ik,
where Ii is an ideal of the ring R[x]/(fi), for i = 1, 2, · · · , k. By theorem
(5.1.2),

Ii = 0, or (ar + (fi)). r ∈ {1, 2, ..., t− 1.}
Since Ii = (ar + (fi)) corresponds to the ideal (arf̂i + (xn − 1)) in the ring
R[x]/(xn − 1). Consequently I is a sum of ideals of the form (aj f̂i) + (xn −
1).

Corollary 11. [12] Let < a > be the maximal ideal of the finite chain ring
R, and t the nilpotency of a. Let xn − 1 = f1f2 . . . fk, be a product of basic
irreducible and pairwise coprime polynomials in R[x].
Then there are (t+ 1)k cyclic codes over R of length n.

Proof. Let xn − 1 = f1(x)f2(x)...fk(x) be the factorization of xn − 1 into
monic basic irreducible polynomials. If C is a cyclic code, by the previous
theorem C = (ai1 f̂1) ⊕ ... ⊕ (aik f̂k) where ii ∈ {0, .., t} . Hence there are
(t+ 1)k cyclic codes.
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5.3 R[x]/(xn − 1) is a principal ideal ring

Theorem 5.3.1. [12] Let (a) be the maximal ideal of the finite chain ring R,
and t the nilpotency of a. Let C be a acyclic code over R , then there exist a
unique collection of pairwise coprime polynomials F0, F1, ..., Ft such that

C = (F̂1, aF̂2, ..., a
t−1F̂t)

where xn − 1 = F0F1...Ft, and

|C| = |R/(a)|
∑t−1

i=0(t−i)degFi+1

Proof. We know that xn − 1 has a unique factorization such that

xn − 1 = f1f2 · · · fr,

where thefi are unique basic irreducible and pairwise coprime. Since xn−1 is
monic fismay be chosen to be monic, We also know, by the previous theorem,
that C is a sum of ideals of the type (aj f̂i) + (xn − 1). By permuting the
subscripts of fi, we can suppose that C is a sum of

(f̂k1+1), (f̂k1+2), · · · , (f̂k1+k2), (af̂k1+k2+1), (af̂k1+k2+2), · · · ,

(af̂k1+k2+k3), · · · , (am−1f̂k1+k2+...+kt+1), ..., (t
m−1f̂r).

Then
C = (f1f2 · · · fk1fk1+k2+1fk1+k2+2 · · · fr; af1f2 · · · fk1fk1+1

· · · fk1+k2fk1+k2+k3+1, · · · , fr; · · · ; at−1f1f2 · · · fk1+k2+...+kt).

For 0 ≤ i ≤ t, let

Fi = fk1+k2+...+ki+1...fk1+k2+...+ki+1
.

Hence
C = (F̂1, pF̂2, ..., p

t−1F̂t).

Since Fis are pairwise coprime thus

C = F̂1 ⊕ pF̂2 ⊕ ...⊕ pt−1F̂t.
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Therefor,
|C| = |F̂1||aF̂2|...|at−1F̂t|

= |R/(a)|t(n−degF̂1)|R/(a)|(t−1)(n−degF̂2)...|R/(a)|(n−degF̂t)

= |R/(a)|
∑t−1

i=0(t−i)degFi+1

Corollary 12. [32] Suppose C is a acyclic code of length n over the ring
Fp + uFp + ... + uk−1Fp, p is not devisable by n, then there exist a unique
collection of pairwise coprime polynomials F0, F1, ..., Fk such that

C = (F̂1, uF̂2, ..., u
k−1F̂k)

where xn − 1 = F0F1...Fk, and

|C| = p
∑k−1

i=0 (k−i)degFi+1

Theorem 5.3.2. [12] Let (a) be the maximal ideal of the finite chain ring
R, and t the nilpotency of a, and C any R cyclic code, then C has the form

C = (f0, af1, a
2f2, ..., a

m−1fm−1)

where the fis satisfying

fm−1|fm−2|...|f0|xn − 1

Proof. With the notations of Theorem 5.3.1

C = (F̂1, aF̂2, ..., a
m−1F̂m).

For 0 ≤ i ≤ t− 2, let fi = F0Fi−2...Ft and ft−1 = F0 . Then

fm−1|fm−2|...|f0|xn − 1.

Also for all 0 ≤ i ≤ m − 1 aiF̂i+1 = aiF0F1...FiFi+2...Fm = aifiF1F2...Fi.
Hence,

C ⊆ (f0, af1, ..., a
m−1fm−1).
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To prove the reverse inclusion first observe that f0 ∈ C. As F1 and F2 are
coprime, there exist polynomials g(x), b(x) ∈ R[x] such that

1 = g(x)F1(x) + b(x)F2(x).

Thus,

af1 = aF0F3...Fm = ag(x)F0F1F3...Fm + ab(x)f0 = ag(x)F̂2 + ab(x)f0 ∈ C.

Proceeding like this we get aifi ∈ C for all i, 0 ≤ i ≤ m− 1. Thus,

C = (f0, af1, ..., a
m−1fm−1)

Corollary 13. [3] Suppose C is a acyclic code of length n relatively prime
to q over the ring Fq + uFq + ...+ uk−1Fq, which has (u) as a maximal ideal
ring and k is a nilpotent index of then C has the form

C = (f0, uf1, u
2f2, ..., u

k−1fk−1)

where the fis satisfying

fk−1|fk−2|...|f0|xn − 1

Corollary 14. [12] R[x]/(xn − 1) is a principal ideal ring.

Proof. With the notations of Theorem 5.3.1, C = (F̂1, aF̂2, ..., a
t−1F̂t). Let

G = F̂1 + aF̂2 + ... + at−1F̂t . We shall prove that C = (G). First observe
that F̂iF̂j = 0 in R[x]/(xn − 1) for 0 ≤ i, j ≤ t, and i 6= j.

Also, since F̂i, Fi are coprime polynomials for all i such that 1 ≤ i ≤ t,
there exist qi, ri such that qiF̂i + riFi = 1. It follows that, for all k such that
1 ≤ k ≤ t,

∏k
i=1(qiF̂i+riFi) = 1. Therefore, for all k, there exist polynomials

gk0, gk1, ..., gkk such that

gk0F1F2...Fk + gk1F̂1F2...Fk + gk2F1F̂2...Fk...+ gkkF1F2...F̂k = 1.

Multiplying by at−1F̂t on both sides of the version of the above equation with
k = t− 1, we obtain

at−1F̂t = at−1gt−1,0F1F2...Ft−1F̂t.
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On the other hand,

F1F2...Ft−1G = at−1F1F2...Ft−1F̂t.

Consequently, at−1F̂t ∈ (G) and, thus, H := F̂1 + aF̂2 + ...+ at−2F̂t−1 ∈ (G).
A similar argument yields

at−2F̂t−1 = at−2at−2F1F2...Ft−2F̂t−1

and
F1F2...Fm−2H = at−2F1F2...Ft−2F̂t−1.

So, we get at−2F̂t−1 ∈ (G) and, hence,

F̂1 + aF̂2 + ...+ at−3F̂t−2 ∈ (G).

Continuing on like this, we conclude that

F̂1, aF̂2, a
2F̂3, ..., a

t−1F̂t ∈ (G).

This completes the proof.

Corollary 15. [3] The ring

Fq[x] + uFq[x] + ...+ uk−1Fq[x]/(xn − 1)

is a principal ideal ring.

5.4 Dual cyclic code

Lemma 19. [26] Let R be a finite commutative chain ring, with maximal
ideal (a), let t be the nilpotency then
1. The characteristic of R and R/(a) are powers of p where p is some prime,
and |R| = pk , |R/(a)| = pl for some integers k, l and k ≥ l.
2. |R| = |R/(a)|t i.e. k = lt.
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Lemma 20. [8] Let R be a finite commutative chain ring of order pι. The
number of elements in any nonzero linear code C of length n over R is of
the form pk where k ∈ {1, 2, ..., ιn}. And the dual code has pl codewords were
k + l = ιn.

Theorem 5.4.1. [12] Let (a) be the maximal ideal of the finite chain ring
R, and t the nilpotency of a, and

C = (F̂1, aF̂2, ..., a
t−1F̂t)

where xn − 1 = F0F1...Ft, then

C⊥ = (F̂1
∗
, aF̂t

∗
, ..., at−1F̂2

∗
)

|C| = |R/(a)|
∑t−1

i=0 degiFi+1

Proof. let
C1 = (F̂1

∗
, aF̂t

∗
, ..., at−1F̂2

∗
),

we will prove that
C1 = C⊥

{
(aiF̂i+1) (ajF̂ ∗t−j+1)

∗ is divisible by xn − 1, i+1 6= t− j + 1

(aiF̂i+1) (ajF̂ ∗m−j+1)
∗ is divisible by at, i+1 = m− j + 1.

In any case (aiF̂i+1)(a
jF̂ ∗m−j+1)

∗ ≡ 0 in R[x]/(xn−1). That is C1 ⊆
C⊥.

On the other hand

|C1| = |F̂ ∗0 ||aF̂ ∗t−1|...|at−1F̂ ∗2 |

|R/(a)|tdegF ∗
0 |R/(a)|(t−1)degF ∗

t ...|R/(a)|degF ∗
2
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|C1| = |R/(a)|
∑t

i=1 idegFi+1 = pι
∑t

i=1 idegFi+1 .

And
|C⊥| = pl

where

l = tn−
t−1∑
i=0

(t− i)degFi+1

= ιtn− ι(tdegF1 + (t− 1)degF2 + (t− 2)degF3 + ...+ (t− (t− 1))degFt).

= tι(n− degF1 − degF2 − ...− degFt) + ιdegF2 + 2ιdegF3 + 3ιdegF4 + ... +
tιdegFt+1.

= ι
t∑
i=1

idegFi+1.

Hence C1 = C⊥(C1 ⊆ C⊥, |C1| = |C⊥|).

Theorem 5.4.2. [12] Let

C = (F̂1, aF̂2, ..., a
t−1F̂t)

where xn − 1 = F0F1...Ft, then C is self dual if and only for 0 ≤ i, j ≤ t, if
i+ j ≡ 1(mod t+ 1), then Fi is an associate of F ∗j .

Proof. Assume C is self dual, for 0 ≤ i, j ≤ t, if i + j ≡ 1(mod m + 1) let
gi = F ∗j

xn − 1 = F0F1...Ft,

(xn − 1)∗ = (F0F1...Ft)
∗ = g0g1...gt.

Hence
xn − 1 = −g0g1...gt = F0F1...Ft,

and
C⊥ = (ĝ1, aĝ2, a

2ĝ3, ..., a
t−1ĝt)

Not that g0 = F ∗1 , g2 = F ∗t ,...ĝi = F̂i, 0 ≤ i ≤ t.
Hence Fi is an associate F ∗j .

To prove the other direction assume that for 0 ≤ i, j ≤ t, if

i+ j ≡ 1(mod m+ 1),
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then ciFi = F ∗j ,where ci ∈ R

C⊥ = (F̂0

∗
, aF̂t

∗
, ..., at−1F̂2

∗
)

= (c1F̂1, ac2F̂2, a
2c3F̂3, ..., a

t−1ct−1F̂t)

= (F̂1, aF̂2, ..., a
t−1F̂t) = C.

Hence, C is self orthogonal.
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Chapter 6

Codes over noncommutative
rings

In the previous chapters the cyclic codes has been characterized in terms of
the factors of polynomial xn−1. This chapter investigates cyclic linear codes
over arbitrary (not necessarily commutative) finite rings and prove that the
characterizations in previous chapters to be true for a large class of such
codes over these rings.

Definition 46. A R module M is free if there exists a subset B of M ,
called a basis, such that every element in M is uniquely expressible as a
linear combination of the elements in B.

Definition 47. [18] A submodule S of a left R module M is a direct summand
of M if there exists a submodule T of M with M = S ⊕ T . The submodule
T is called a complement of S.

Theorem 6.0.3. Let R be a ring. The following are equivalent

• R is left simisimple

• every left R module is projective
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• every finitely generated left R module is projective

• all cyclic left R module are projective.

Theorem 6.0.4. Let R module M is projective iff M is a direct summand
of a free left R module

Definition 48. [24] A linear left code C of length n over a finite ring R is
a submodule of RR

n. We call C splitting if it is a direct summand of RR
n

Definition 49. [24] A cyclic linear left code C of length n over a ring R is
a left ideal of R[x]/(xn− 1). C is called splitting if it is a direct summand of

R(R[x]/(xn − 1)).

Theorem 6.0.5. [25] Let R be a finite dimensional algebra, then either R
has a zero divisor or every finite dimensional left R module is free.

6.1 Divisors of xn− 1 generate splitting codes

Lemma 21. [24] Let R be a finite ring, and let gh = xn − 1 for some
g, h ∈ R[x], then:
(a) g and h commute, i.e. hg = xn − 1.
(b)R(R[x]h) is a free module.
(c)R[x]g is a direct summand of RR[x].

Proof. (a) h(gh− (xn − 1)) = hgh− h(xn − 1) = 0
hgh = h(xn − 1).
Hence hg = xn − 1.
(b)For the constant coefficients g0, h0 of g and h, respectively, we have g0h0 =
−1 and hence g0 and h0 are units of R, since R is finite.
From theorem 1.1.1 we get that fh = 0 implies f = 0 for all f ∈ F [x]. This
leads to the R[x] isomorphy and hence to the R isomorphy of R[x] and R[x]h
which proves this module to be free from theorem 6.0.5.
(c)Consider the map

R[x] −→ R[x]h/(xn − 1)

73



Its kernel is R[x]g, and since R[x](xn−1) is a direct summand of the free mod-
ule RR[x]h, we know R[x]h/(xn−1) to be a projective R-module. This shows
R[x]g to be a direct summand of RR[x] since R[x](xn−1) = R[x]g(x)h(x).

Corollary 16. [24] For a finite ring R every divisor of xn − 1 in R[x] gen-
erates a cyclic splitting code of length n.

Proof. Let g be a divisor of xn−1 in R[x], then by Lemma 2.1 we know R[x]g
to be a direct summand of RR[x] which contains the submodule R[x](xn−1).
Hence we obtain R[x]g/(xn − 1) to be a direct summand in R(R[x]/xn − 1)
which proves our claim.

6.2 Characterization of all cyclic splitting codes

Theorem 6.2.1. [24]
(a) For a semisimple ring S := R/Rad(R), the polynomial ring S[x] is a (left
and right) principal ideal ring.
(b)If R is a finite ring, then Rad(R)[x] is a small submodule of RR[X], i.e.
for any submodule U of RR[X] with Rad(R)[x] + U = R[x] it follows that
U = R[x].

Proof. (a) From lemma (3) and Wedderburn’s theorem S is isomorphic to
an n × n matrix ring over a division ring (skew field) F, so let S = Mn(f).
Hence we wont to prove that Mn(f)[x] is a principal ideal ring. Not that
Mn(f)[x] isomorphic to the matrix ring Mn(F [x]). From lemma (4) F [x] is
principal ideal domain, lemma (2) implies that Mn(F [x]) is a matrix
(b)From lemma 5 its clear that RadR(M) is a small submodule of RM . Now
choose M = R[x], together with Rad(R)[x] = Rad(R)R[x] it follows that
Rad(R)[x] is a small submodule of RR[X]

Theorem 6.2.2. [24] For a cyclic linear left code of length n over a finite
ring R the following are equivalent:
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(a) C is a splitting code.
(b) There exists a divisor g of xn − 1 in R[x] such that C = R[x]g/(xn − 1).

Proof. (a) → (b) Assume C is a splitting cyclic linear code, that is C a
direct summand of R(R[x]/(xn − 1)), let T be the complement of C, i.e.,
T ⊕ C = R[x] and T ∩ C = R[x](xn − 1).
Define T ′ := T ∩ (R⊕ Rx⊕ Rx2 ⊕ ...⊕ Rxn−1), then T ′ is a complement of
C in RR[x].
Now consider the natural map µ :R R[x]→s S[x], let µ(C) = C.
From theorem (6.2.1) S[x] is a principal ideal. Hence, there exist g ∈ C such
that g = C, define C0 =< g >. Then C0 ≤ C and C0 ∩ T ′ = 0 whereas
C0 + T ′ + Rad(R)[x] = R[x]. Theorem (6.2.1) yields C0 ⊕ T ′ = R[x] and
thus C0 = C. Hence C =< g > and because of (xn − 1) ≤ C we obtain a
polynomial h ∈ R[x] such that hg = xn − 1.

6.3 Fp2 Linear Map

A non commutative ring, denoted by ωp2 +vpωp2 , vp an involution in M2(Fp),
that is isomorphic to M2(Fp) is constructed through a unital embedding
τ from Fp2 to M2(Fp). The elements of ωp2 come from M2(Fp) such that
τ(Fp2) = ωp2 .

The structure theorems used the transformation of the non commuta-
tive ring ωp2 + vpωp2 to ωp2 + upωp2 by introducing a matrix iP ∈ M2(Fp)
such that up = ip + vp, where u2p is a zero matrix.

The unital embedding τ come from a characterization of Fp in terms
of an irreducible polynomial f(x) = x2 + x + (p − 1) ∈ Fp[x]. The property
of this polynomial restricts our study to case where p ≡ 2 or 3 mod 5.
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Lemma 22. Let p ≡ 2 or 3 mod 5 then the polynomial f(x) = x2+x+(p−1)
is irreducible over Fp

Theorem 6.3.1. Let f(x) =
∑n

i=0 aix
i ∈ Fq[x] be a monic irreducible poly-

nomial. Then mapping π : Fq[x] → Mn(Fq), g(x) → g(X) induces a unital
embedding of Fq[x] into Mn(Fq) where

X =


0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...

. . . . . .
...

...
0 0 · · · 1 −an−1


Corollary 17. Let Fp2 = Fp[$] where $2 +$ + (p− 1) = 0 then

τ : Fp2 →M2(Fp)

defined by a+ b$ 7−→
(
a b
b a+ (p− 1)b

)
is an embedding.

Theorem 6.3.2. If $ is a root of f(x) = x2 + x+ (p− 1) then

$p ≡ (p− 1)$ + (p− 1)mod($2 +$ + (p− 1)).

Theorem 6.3.3. (p− 1)$ + (p− 1) is a root of f(x) since

f((p− 1)$ + (p− 1))

= ((p− 1)$ + (p− 1))2 + (p− 1)$ + (p− 1) + (p− 1)

= [(p− 1)2$2 + 1] + [(p− 1)$ + (p− 1)] + (p− 1)

= $2 + 2$ + 1−$ − 2

= $2 +$ + (p− 1)

= 0.

By division algorithm, there exist g(x) and r1x+r2 such that xp = g(x)f(x)+
(r1x+ r2) where r1x+ r2 is the remainder when xp is divided by f(x). Since
$ and (p− 1)$+ (p− 1) are roots of f(x) then we have $p = r1$+ r2 and

[(p− 1)$ + (p− 1)]p = r1[(p− 1)$ + (p− 1)] + r2
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or equivalently,

(p− 1)$p + (p− 1) = r1(p− 1)$ + r1(p− 1) + r2.

Since the characteristic of Fp is p,

[(p− 1)$ + (p− 1)]p = [(p− 1)$]p + (p− 1)p = [(p− 1)p$p] + (p− 1)p.

from fermat’s Little theorem,

[(p− 1)p$p] + (p− 1)p = (p− 1)$p + (p− 1).

Adding $p = r1$+ r2 and (p− 1)$p + (p− 1) = r1[(p− 1)$+ (p− 1)] + r2
modulo p, then (p − 1) = r1(p − 1) + 2r2 or equivalently r1 + (p − 2)r2 = 1.
since the gcd(1, p−2) = 1, and 1 = (p−1)− (p−2) = (p−1)+(p−2)(p−1).
r1 = p−1 and r2 = p−1. Hence $p ≡ (p−1)$+(p−1)mod($2+$+(p−1)).

Theorem 6.3.4.

τ p($) =

(
p− 1 p− 1
p− 1 0

)
.

Proof. τ is a homomorphism hence τ p($) = τ($p)

τ p($) = τ($p) = τ((p− 1)$ + (p− 1))

= τ(p− 1)τ($) + τ(p− 1)

=

(
p− 1 0

0 p− 1

)(
0 1
1 p− 1

)
+

(
p− 1 0

0 p− 1

)
=

(
p− 1 p− 1
p− 1 0

)
.

Theorem 6.3.5. Let Fp be the set of all scalar matrices in M2(Fp), p ≡ 2

or 3 mod 5, τ(F 2
p ) = ωp2 and vp =

(
0 1
1 p− 1

)
, then vpτ($) = τ p($)vp,

ωp[τ($)] = ωp2 and M2(Fp) = ωp2 + vpωp2 .
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Proof. Note that τ 2($) + τ($) + τ(p − 1) =

(
0 0
0 0

)
, hence its easy to

prove that vpτ($) = τ p($)vp and ωp[τ($)] = ωp2 .

ωp2 + vpωp2 = {
(

a+ b b+ d
b− c− d a− b− c

)
: a, b, c, d ∈ Fp}

= M2Fp.

6.4 The ideals of M2(Fp)(x)/(f (x))

Let p ≡ 2 or 3 (mod 5), ip =

(
p− 1 0

0 1

)
and up = vp + ip. Then up2 =(

0 0
0 0

)
and

ωp2 + upωp2 = {
(

a b
b− c a− b− d

)
: a, b, c, d ∈ Fp}.

We have a natural homomorphic map from ωp2 + upωp2 to its field ωp2 .
For any a ∈ ωp2 + upωp2 , let â denote the polynomial reduction modulo up.
Now define a polynomial reduction mapping µ : ωp2 +upωp2 [x]→ ωp2 [x] such
that

f(x) =
r∑
i=0

aix
j 7→

r∑
i=0

âix
j.

A monic polynomial f over ωp2 + upωp2 [x] is said to be basic irreducible if
µ(f) is irreducible over ωp2 [x].

Theorem 6.4.1. [10] Let Ap denote ωp2 + upωp2, if f(x) is an irreducible
polynomial over ωp2, then the only right A modules of the non commutative
chain ring A[x]/(f(x)) are (τ(0)), (τ(1)) and (up).
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Proof. Suppose I is a nonzero ideal of the ring A[x]/(f(x)) and g(x) +
(f(x)) ∈ I for some g(x) which is not belong (f(x)). Since

gcd(µg(x), µf(x)) = τ(1) or µf(x).

If gcd(µf(x), µg(x)) = 1, then there exist a(x), b(x) ∈ ωp2 [x] such that

µa(x)µf(x) + µb(x)µg(x) = 1

a(x)f(x) + b(x)g(x) = 1 + us(x),

s(x) ∈ ωp2 [x], multiply both sides by (1 + us(x))

a(x)f(x)(1 + us(x)) + b(x)g(x)(1 + us(x)) = τ(1),

a(x)f(x)(1 + us(x)) + ((g(x))(b(x)(1 + us(x)))) = τ(1)

(b(x)(1 + us(x)) + (f(x)))(g(x) + (f(x))) = τ(1) + (f(x)).

Hence, g(x) + (f(x)) is invertible.

I = A[x]/(f(x)) = (τ(1)).

If this never happens

I ⊆ (u+ (f(X)))

to proof the other inclusion gcd(µf(x), µg(x)) = µf(x), then there exists
a(x), b(x), s(x) ∈ ωp2 such that

µa(x)µf(x) + µg(x)µb(x) = µf(x)

a(x)f(x) + b(x)g(x) = f(x) + ups(x)

upa(x)f(x) + upb(x)g(x) = upf(x)

upb(x)g(x) + (f(x)) = up + (f(x)).

Hence, up + (f(x)) ∈ I
(up + (f(x))) ⊆ I.

Hence I = (up + (f(x))) .

Corollary 18. [1] If f(x) is an irreducible polynomial over ω4 , then the
only right A modules of the non commutative chain ring A[x]/(f(x)) are (0),
(1) and (u).
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6.5 The ideals of M2(Fp)(x)/(xn − 1)

Theorem 6.5.1. [40] Let f1(x), f2(x), ..., fk(x) be submodules of the R mod-
ule M , then the following are equivalent
(1) The canonical map

p : M →
∏
i≤k

M/(fi(x))

m→ (m+ fi)i≤k

is epimorphisms and monomorphisms

(2)for every i ≤ n we have fj + ∩i 6=jfi = M and ∩i≤nfi = 0.

Proof. Let p be epimorphisms and m ∈ M . For j ≤ n we form the element
(..., 0,m+fj, 0, ...) ∈

∏
i≤nM/(fi(X)) and choose a pre image m0 ∈M under

p. Then m0 −m2 ∈ fi and m0 ∈ ∩i 6=jfi i.e. m ∈ fj + ∩i 6=jfi.

Now consider (m + fi)i≤n ∈
∏

i≤nM/(fi(X)). By (2), we can find

kj ∈ Fj and k̃j ∈ ∩i 6=jfi with mj = kj + k̃j For the element m = k̃1 + k̃2 +
...+ k̃n ∈M , we get

(m)pπj = m+ fj = k̃i + fj = mj + fj forallj ≤ n.

Since kernel p =∩i≤nfi, the map is monic if and only if ∩i≤nfi = 0.

Corollary 19. [1] Let xn − 1 = f1(X)f2(X)...fk(X) where fi(x) are irre-
ducible polynomials over ω4, as right modules we have the expansion

A[x]/(xn − 1) = A[x]/f1(X)⊕ A[x]/f2(X)⊕ ...⊕ A[x]/fk(X)

Theorem 6.5.2. [10] Let xn − 1 = f1f2 . . . fk, be a product of irreducible
polynomials over ωp2. Then any ideal in the ring A[x]/(xn − 1) is a sum of

ideals of the form (uf̂i), and (f̂j)
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Proof. The factorization of xn−1 exists and is unique over ωp2 . By corollary
19

A[x]/(xn − 1) = A[x]/(f1)⊕ A[x]/(f2)⊕ A[x]/(f3)⊕ · · · ⊕ A[x]/(fk).

If I is an ideal of A[x]/(xn − 1), then

I ' I1 ⊕ I2 ⊕ · · · ⊕ Ik,

where Ii is an ideal of the ring A[x]/(fi), for i = 1, 2, · · · , k. By theorem
(6.4.1),

Ii = τ(0), (up + (fi)) , or (τ(1) + (fi))

Since Ii = (τ(1) + (fi)) or Ii = (up + (fi)), corresponds to the ideals (f̂i +

(xn − 1)) or (upf̂i + (xn − 1)) respectively in the ring A[x]/(xn − 1).

Consequently I is a sum of ideals of the form (upf̂i), and (f̂j).

Theorem 6.5.3. [10] Suppose C is a cyclic code of length n over Ap =
ωp2 + upωp2 where n dose not divides p. Then there are monic polynomials

F0, F1, F2 such that C = (F̂1, upF̂2) where F0F1F2 = xn −
(

1 0
0 1

)
, and

|C| = p4degF1+2degF2

Proof. We know that xn −
(

1 0
0 1

)
has a unique factorization such that

xn −
(

1 0
0 1

)
= f1f2 · · · fr,

where thefi are irreducible, We also know, by the previous theorem, that
C is a sum of (f̂i) and (upf̂j). By permuting the subscripts of fi, we can
suppose that C is a sum of

(f̂k+1), (f̂k+2), · · · , (f̂k+l), (upf̂k+l+1), (upf̂k+l+2), · · · , (upf̂r),

Then

C = (f1f2 · · · fkfk+l+1fk+l+2 · · · fr, upf1f2 · · · fkfk+1 · · · fk+l) = (F0F2, upF0F1),

where F0 = f1f2 · · · fk, F1 = fk+1fk+2 · · · fk+l or 1 if l = 0
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and
F2 = fk+l+1fk+l+2 · · · fr or 1 if k + l = r.

To calculate the order of C, note that

C = (F̂1)⊕ (upF̂2).

Hence,

|C| = (p2)
2(n−degF̂1)(p2)

2(n−degF̂2) = p4degF1+2degF2 .

Corollary 20. [1] Suppose C is a A cyclic code of odd length n over M2[F2].
Then there exist f , g and h such that xn − 1 = fgh, 3 pairwise coprime
factors over ω4 such that

C = (fh)⊕ u(fg).

and |C| = 4(2degF1+degF2)

Proof. Follow directly from the previous theorem (choose p=2)
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